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Abstract—The signalling subsystem is the most expensive and
complex element in cellular networks. Today’s networks use
signalling mechanisms whose design builds on more than 20
years of the operational expertise. Despite this, the signalling
subsystem of all mobile network standards remains vulnerable
to failures of equipment and to sharp increases in offered load
caused by unanticipated traffic patterns. In this work we analyse
the technical vulnerability of paging - a key signalling mechanism
that is responsible for notifying mobile terminals of downlink
service requests. Our assessment considers the operation of
Long-Term Evolution (LTE) networks and in particular the
performance of the paging mechanism on the radio interface.
We implemented the paging procedure in a simulator, and
we propose and verify a mathematical model of the system
behaviour. The proposed mathematical model effectively cap-
tures the non-zero threshold of paging failure probability; it
is scrupulously precise for the paging loads below the non-
zero threshold and delivers a close approximation with the
increasing paging load. The mathematical model can be applied
to optimise the performance of the paging mechanism and to
devise techniques able to overcome its technical vulnerability.

I. INTRODUCTION

Outage events and unanticipated changes in user behaviour
represent one of the major difficulties in the operation of
cellular networks and, at the same time, a major opportunity
for improvements. It is the signalling subsystem that defines
the stability of the network operation in such conditions.
Although the majority of the signalling mechanisms have
already been used for almost two decades, some of them
fail in the situations of force majeure and cannot provide a
stable network operation. This publication makes a particular
emphasis on the paging procedure and offers an analysis of
the MME (Mobility Management Entity) paging mechanism
that is used in LTE (Long-Term Evolution) networks.

Mobile networks use the paging mechanism in the connec-
tion establishment procedure for the mobile–terminated ser-
vice requests for both circuit– and packet–switched (i.e., data)
services. Paging helps to find a requested user terminal in the
network and initiate a connection establishment procedure.
The management of the paging procedure is a responsibility of
a core network entity in most cellular network standards, and
notably in the 3GPP (the 3rd Generation Partnership Project):
MSC (Mobile Switching Centre) for circuit–switched services
and SGSN (Serving GPRS Support Node) or MME for
packet–switched services. The standards define the physical,

transport and logical channels in the downlink on the radio
interface that are used to deliver paging requests to user ter-
minals (UE). The uplink channels that carry paging response
messages are also defined by the standards. Moreover, the
standards define the formats of the paging request and paging
response messages as well as the procedures that must be
executed by UEs, base stations and the mobility management
entities (MSC, SGSN, MME) when handling the paging.

Having the paging procedure specified in the standards,
the network operators have flexibility in configuring the
required paging capacity on the radio interface. In addition,
the operators can specify the type of the mobile identity
to be used in paging messages, the maximum number of
paging repetitions and the timeouts associated with the paging
requests. Currently, operators make conservative choices on
the setting of such parameters, using rule of thumbs based
on their experience with the operations of production net-
works deployments. Indeed, the literature misses a coherent
and holistic framework for assessing the impact of such
parameters on the system–level performance and for providing
guidelines on their configuration.

In LTE three paging mechanisms are defined: MSC paging,
SGSN paging and MME paging. In this work, we focus
on MME paging, which is the paging that is used for EPS
(Evolved Packet System) services in E-UTRAN (Evolved
Universal Terrestrial Radio Access Network). The main con-
tributions of our work can be summarized as:

• We provide an in–depth analysis of the technical vul-
nerability of the E-UTRAN paging mechanism in the
presence of network outages;

• We develop a mathematical model, based on retrial
queuing systems, for assessing the blocking probability
of paging request messages and the probability of paging
failures;

• We validate the proposed model by comparing it with
the outcomes of computer-aided simulations, based on a
detailed implementation of the MME paging functioning.

The remainder of this paper is organized as follows. In
Sec. II we describe the MME paging mechanism in E-
UTRAN. In Sec. III we describe the issues that may arise
with MME paging in the presence of network outages. Sec. IV
presents a mathematical model of the system behaviour.



Simulation results are presented in Sec. V. Sec. VI describes
related work and the state-of-the-art in the field. Sec. VII
concludes the paper pointing out directions for future research.

II. MME PAGING FOR EPS SERVICES

The MME paging for EPS (Evolved Packet System) ser-
vices [1], [2], [3] is a part of the connection establishment
procedure for the downlink data service requests. It is used
in the evolved LTE systems in parallel with the MSC and
SGSN paging mechanisms that are applied for service requests
of other types. The RRC (Radio Resource Control) paging
request messages that are used in the MME paging can carry
S-TMSI (S-Temporary Mobile Subscriber Identity) or IMSI
(International Mobile Subscriber Identity) of the paged mobile
terminals. S-TMSI is a 40-bit long identifier that is unique in
a given tracking area (TA) list, i.e. in a network segment with
a number of cells. IMSI is 64 bits long; it uniquely identifies
a SIM card on the global scale and thus in a particular mobile
network.

The MME is the network entity responsible for paging for
EPS services. Its task in the paging context is to initiate the
paging procedure and manage it entirely. Thus, MME gener-
ates S1-AP paging messages upon reception of the downlink
data notification messages from SGW (Serving Gateway) [4].
It sends an S1-AP paging message to all base stations in the
TA list that the MME provided to the paged UE during the
most recent TA update. At the moment when an S1-AP is sent
the MME starts the T3413 timer for the paged UE. The T3413
limits the period in which the MME considers the issued S1-
AP valid and expects a response to it from the paged UE.

All base stations that belong to the paged TA list receive
the S1-AP paging request, decode the UE identity from it and
place a corresponding paging request into the paging buffer
where it has to wait for the next paging occasion. With the first
available paging occasion the base station has to include the
UE identity into the RRC paging message [5] that it transmits
to the UEs in its coverage area. However, the size of the
RRC paging message is limited, and therefore, it is possible
that the base station cannot send the paging request in the
first PO (Paging Occasion). In such case it makes further
attempts to transmit the paging request with the subsequent
paging occasions. The eNb (base station) equipment can
have configurable settings that limit the maximum number
of attempts to transmit a paging request or, alternatively, such
settings can limit the period in which eNb attempts to transmit
a paging request. This depends on the design of particular eNb
equipment and varies between vendors.

User terminals in the idle mode have to monitor the paging
occasions and decode the UE identities transmitted in POs
[2]. An UE returns to the idle mode if does not recognise
its identity in the list of identities decoded from a PO. When
an UE recognises its identity it has to respond to the paging
by transmitting a service request message, as it is defined in
[6], [4]. However, an UE has to ignore any paging request
in case it undergoes any EMM (EPS Mobility Management)
procedure or service request procedure at the moment it
receives a paging request [2].

The service request messages that UEs send in response
to the paging are forwarded to the MME. When the MME
receives such message, it stops the T3413 timer and proceeds
with the connection establishment procedure.

If the MME does not receive a response to a paging request
within the period of time defined by the T3413 timer, it
may repeat the paging and restart the T3413. The maximum
number of paging repetitions is a configurable parameter
of the MME equipment. Operators normally limit it to one
repeated paging request. The type of UE identity that is
normally used in the repeated paging is IMSI, while S-TMSI
is used for primary paging, as it saves the resources on the
radio interface.

III. ISSUES IN THE PRESENCE OF NETWORK OUTAGES

Reliable paging is important for a stable operation of
mobile networks. The efficiency of the paging depends mainly
on the operation of the signalling channels that are used to
transport the paging messages. A possible difficulty in the
operation of the paging procedure is the overload of the paging
channels on the radio interface. Most often it occurs as a result
of an outage or unusual user behaviour. In terms of the traffic
capacity, such events affect several sites from a tracking area
– the sites which take the excess load. However, as the paging
is performed on a basis of tracking areas, such events affect
these entire areas with 15 – 30 sites. Thus they cause service
disruptions also on sites which are not affected by the events
directly, i.e. which have fully operational traffic channels, but
which are within the same tracking/location area. To illustrate
such service disruption we refer the reader to Fig. 1, which
shows a situation in an LTE cell that is affected by an outage
of one or more neighbour cells.

Fig. 1: Overload of signalling channels: the installed traffic
capacity is not utilized effectively

Due to an outage of several sites in a tracking area (point
A on Fig. 1) a share of users are dropped from the network.
Some of the users previously served by the failed cells register
in other cells while a significant number of users remain out
of coverage. The disconnected users are still registered in the
tracking area. Therefore, the MME continues to page them
when it receives notifications from the SGW. The demand
for the PCCH (Paging Control Channel) capacity surges as
the MME does not receive paging response messages and has
to repeat paging. The secondary paging is performed with



the IMSI in the paging requests. It requires higher PCCH
capacity than in the case of the primary paging which uses
S-TMSI. Field statistics shows that it takes as little time as
several minutes before the PCCH load reaches the installed
PCCH capacity (point B on the figure). After another 7-9
minutes depending on the design of the equipment, the DTCH
(Dedicated Traffic Channel) carried traffic starts to decline
as the overall time of transmission of paging requests now
exceeds the timeout setting in the MME. Hence the cells in
the affected tracking area enter such state in which they report
a high blocking rate while having DTCH capacity available.
However, the available DTCH capacity cannot be utilized due
to overload of the PCCHs.

If a network operates according to the current specifica-
tions, the described situation of PCCH overload would require
an intervention from engineers, or otherwise it could not be
resolved. Thus, it is an opportunity for a research with a clear
target which can lead to a release of a commercial solution.
Equipment manufactures and network operators have already
raised this issue, nevertheless it is neither addressed in the
specifications nor in the equipment. The Related Work section
provides the reader with the details on the relevant activities
within 3GPP and describes some measures that vendors
undertake to improve the performance of their equipment.

IV. A MODEL FOR MME PAGING

We model the system at hand as a retrial queue [7] [8] [9].
A retrial queueing system consists of a service facility and an
orbit, as sketched in Fig. 2. Customers arriving from outside
the system and finding the service facility full may join the
orbit and conduct a retrial later. Same applies to customers
arriving from the orbit. When the service facility is not full,
customers arriving enter it to get served.

With reference to the MME paging as described in Sec. II,
customers correspond here to paging requests. The service
facility corresponds to the ensemble of eNb paging buffer
and PCCH channel. When the eNb paging buffer is full, the
request does not get served (i.e., it enters the orbit in the
retrial queue jargon), and, upon expiration of the T3413 timer,
another request is sent. As the eNb cannot send more than one
RRC paging message at a time, the service facility consists
of a single–server queue.

In modelling the system, we make a number of simplify-
ing assumptions. In the following section we will evaluate
numerically the impact of such assumptions on the predicted
system–level behaviour.

Requests are assumed to arrive according to a Poisson
process of intensity λ. Each request requires a serving time,
which is assumed to be exponentially distributed with mean
1/µ1. The queue has a finite buffer space able to accept K
requests. An incoming request that finds the buffer full is
sent to the orbit. We denote by q the (unknown) probability
that the buffer is full, in steady state. At the orbit, requests
are associated to a timer, again modelled as an exponential
distribution with mean 1/θ2 Once the timer expires a retrial is

1In the real system the service time is deterministic, as it is the time
necessary to send the message through the PCCH. In the next section we
will assess the impact of such an assumption.

2Also in this case, we are approximating a deterministic value (the T3413
timer) with an exponential distribution. Next section will show the impact of
such an approximation.

Service Facility

Orbit Retrials

Departures

Service
Facility 
Full
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Arrivals
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Facility 
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Fig. 2: Retrial Queue Model (from [7]).

generated. Retrials are performed only once for each request,
according to the customary operations in E-UTRAN (see
Sec. II). The service time of a retrial is approximately 8

5µ
3.

Given the complexity of the model, analytical expressions for
the performance seem out of reach. Therefore we resort to
approximate analysis in order to get a closed-form expression
for q. In order to capture the two different service rates, we
define an effective “average” service rate. In order to do so we
note that the effective arrival rate to the server from outside
is λ(1 − q) and that the effective arrival rate to server from
the orbit is λq(1− q). Thus, the probability that an incoming
job comes from outside (orbit) is 1

1+q ( q
1+q ), respectively. We

therefore define an “average” mean service rate as:

µ̃ =
1

1 + q
µ+

q

1 + q
5µ/8 =

µ(1 + 5q/8)

1 + q
.

We consider the joint process (C(t), N(t)), where C(t) is the
number of customers in the service facility at time t and N(t)
is the number of customers in the orbit at time t. We denote
by K the buffer size of the service facility. The transition
rates of the process (C(t), N(t)) are given by:

(c, n) =


(c, n+ 1) with rate λ if c = K
(c, n− 1) with rate nθ if c = K
(c− 1, n) with rate µ̃ if c > 0
(c+ 1, n) with rate λ if c < K

(c+ 1, n− 1) with rate nθ if c < K

(1)

We note that the departure rate µ̃ in (1) is in fact an
approximation. Given the blocking probability q, and assum-
ing that the events {customer i finds the facility full}i are
independent and identically distributed, the orbit system can
be modeled as an M/M/∞ queue with arrival rate λq and
service rate θ. This implies that the number of users in the
orbit is a Poisson distribution with mean n∗ = λq/θ. We
consider the 1-dimensional process C̃(t) with arrival rate
λ+n∗θ = λ(1+ q) if C̃(t) < K and arrival rate 0 otherwise,
and departure rate µ̃, that is, C̃(t) is an M/M/1/K queue.
For this system the steady-state distribution of the number of

3This reflects the fact that in the retrial IMSI identifiers (64 bits long)
are used instead of S-TMSI ones (40 bits long), which are used for the first
attempt. In reality the functioning is more complex, as it depends on the
capacity of each paging occasion, which in turn depends on a number of
parameters that can be set by the operator, see the discussion in the next
section. In the model we decided to keep 64/40 = 8/5 as the ratio between
the service time of a retrial and that of an externally arriving customer.



customers in C̃(t) is given by:

π̃(k) =
(1− λ(1 + q)/µ̃)(λ(1 + q)/µ̃)k

1− (λ(1 + q)/µ̃)K+1
, k = 1, . . . ,K. (2)

Approximating the process C(·) by C̃(·), the blocking proba-
bility q is the solution of the fixed-point equation q = π(K),
i.e.,

q =
(1− λ(1 + q)/µ̃)(λ(1 + q)/µ̃)K

1− (λ(1 + q)/µ̃)K+1
. (3)

We have the following characterization of the solution of (3).

Proposition 1. The fixed point (3) has a unique solution. The
solution can be found by the fixed point iterations

q(n+1) =
(1− λ(1 + q(n))/µ̃)(λ(1 + q(n))/µ̃)K

1− (λ(1 + q(n))/µ̃)K+1
, (4)

which converge for any initial q0 ∈ [0, 1).

Assuming that the probability of discard is the same for the
original requests and for the ones coming from the orbit, and
that these two events are independent, we can approximate the
probability that a customer is unsuccessful in both primary
and secondary requests as:

pfail ≈ q2. (5)

In the next section we will validate our model by comparing
(5) with the outcomes of numerical simulations obtained by
implementing the actual functioning of the MME paging
mechanisms.

V. PERFORMANCE EVALUATION

A. Simulator Description

We developed a Matlab simulator of the MME paging
mechanism. The software that we developed for the paging
experiments models the following operations performed by
the MME:

• Processing of the downlink data notification messages;
• Generation and transmission of primary and repeated S1-

AP paging messages;
• Monitoring of the T3413 timer.

The modelled operations that are performed by the eNb are
the following:

• Scheduling of paging frames and paging occasions in
accordance with the configuration of the cells;

• Buffering of the received S1-AP paging messages;
• Generation and transmission of the RRC paging mes-

sages;
• Monitoring of the paging discard timer.

The experiment focuses on the operation of (i) the radio
interface and (ii) the base stations, and hence the software
includes mechanisms to log the various events taking place
within such entities, providing the means for monitoring their
performance.

Simulator Configuration: The model implements the frame
structure type 1 with 5 MHz bandwidth allocated to the cells.
The system parameters that are used in the model are listed
in the Tab. I.

Parameter Value
System bandwidth 5 MHz
Frame structure Type 1
Number of frames in the DRX cycle 128
Number of paging occasions per radio frame 1/16
Maximum number of S-TMSI paging records in the
RRC paging request

7

Timer T3413 5.0 sec
Maximum number of retransmission attempts 1
Primary paging type S-TMSI
Secondary paging type IMSI
Size of the paging buffer at eNb (in paging records
S-TMSI or IMSI)

160

TABLE I: Simulation settings.

Paging capacity on the radio interface: The model calcu-
lates the paging capacity of the cells using the parameters
from Tab. I. All these parameters are configurable and can be
modified for particular experiments. The paging capacity of a
cell is defined as per the following algorithm.

1) Duration of the DRX cycle (discontinuous reception
cycle) is defined by the number of frames in it. The
frame is 10 ms, so the DRX cycle of 128 frames has a
duration of 1280 ms.

2) Number of paging occasions in a DRX cycle is defined
by the number of paging occasions configured in a
single frame (1/16 in the experiment). Thus, a DRX
cycle with 128 frames provides 8 paging occasions.

3) Each of the 8 paging occasions provides capacity for
a maximum of 7 S-TMSI paging records (one RRC
paging request). Thus, 56 user terminals can be paged
with S-TMSI in a single DRX cycle of 1280 ms.

4) Changing the base from the DRX cycle to per-second
value gives 43.75 S-TMSI pages per second.

Traffic characterisation: The arrival of the downlink data
notification messages from SGW is modelled as a Poisson
arrival process with average inter-arrival time given by the
BHCA (Busy Hour Call Attempts - number of connection
establishment attempts in the busiest hour of a day). Thus,
the average inter-arrival periods considered in the presented
experiments range from 12 to 72 ms, what corresponds to the
BHCA values of 300, 000 to 50, 000 respectively. Unreachable
user terminals, i.e. the UEs that went out of coverage without
communicating this event to the network, typically represent
3% to 5% of the total number of users registered in a tracking
area. In real networks this percentage depends on the quality
of the network planning and operation. The experiments use
a value of 0% as a normal percentage of unreachable users.
This is due to the fact that our mathematical model does
not consider unreachable users at the current phase of the
project. The simulations include paging with target BHCA
values in a tracking area. All cells in the TA have an identical
configuration that provides paging capacity of 43.75 S-TMSI
per second as described earlier. Paging response messages
(service requests in the uplink) and the corresponding control
channels are not modelled in the simulator; we consider the
operation and the status of the paging buffer instead.

B. Evaluation

Probability of failure of a connection establishment attempt
(Failure Probability): The probability of failure of a connec-



Fig. 3: Probability of failure of a connection establishment
attempt

tion establishment attempt (Failure Probability) is defined as a
ratio of the total number of unsuccessful connection establish-
ment attempts to the total number of connection establishment
attempts. A successful connection establishment attempt is
logged when either primary or secondary paging request to
a particular user is successful. An unsuccessful connection
establishment attempt is logged when both the primary and
the secondary paging requests to a particular user fail. In terms
of the mathematical model described in Sec. IV the probability
of failure of a connection establishment attempt corresponds

Fig. 4: The non-zero threshold on the graph of Probability of
failure of a connection establishment attempt

to q2 assuming that the probability of discard of a request is
the same for the original requests and for the ones coming
from the orbit.

In our assessment of the probability of paging failure we
use the system configuration given in the Tab. I. Each run
simulates 1800 seconds of network operation. Fig. 3 shows
the resulting curve for the probability of paging failure, which
is based on average values from 500 runs. In Fig. 3 we report
the results of the simulations as well as computations in which
we use the mathematical model presented in Sec. IV. The
probability of paging failure in the simulations is defined as
the probability of primary paging failure (S-TMSI) multiplied
by the probability of secondary paging failure (IMSI). The
probability of paging failure in the approximation is defined
by the equation (5) where q is computed using the equation
(3).

The results reported in Fig. 3 show that the proposed math-
ematical model effectively captures the non-zero threshold
of paging failure probability. Moreover, it is scrupulously
precise for the paging loads below the non-zero threshold.
We consider the q and q2 as the upper and the lower bounds
of the Failure Probability. As described in Sec. IV, q2 refers
a process where the probabilities of failure of a primary
and a secondary paging requests are completely independent.
q represents the probability of failure of a connection es-
tablishment attempt in a process where the probabilities of
failure of a primary and a secondary paging requests are
completely correlated. In the simulations, the probability of
paging failure starts rising from zero with the BHCA load of
151000 attempts where it is a low as 0.0058%, and it reaches
0.14% with the BHCA of 153000 attempts (Fig. 4). The
mathematical approximation captures the non-zero probability
threshold at 153200 BHCA (2.11%), thus approaching the
experimental threshold closely.

The non-zero probability threshold is the most important
point on the loads axis, as it separates two operational
modes of the paging channel. Cellular networks operate the
paging channels in the region with a zero probability of
paging failure. Thus, having captured this threshold with the
mathematical model we can proceed with the development of
solutions for improvement of the technical vulnerability of the
paging mechanism in E-UTRAN.

VI. RELATED WORK

The paging mechanism is one of many functionalities of
the signalling subsystem of any mobile network [10]. When a
new standard, such as LTE, is developed, the signalling system
proposed for it undergoes continuous modification before it is
accepted. This process is driven by technical groups inside the
3GPP, which bring together representatives of major equip-
ment vendors and service providers. Once the specifications
are approved and accepted, the equipment vendors can still
introduce modifications into the signalling subsystem of their
infrastructure equipment, maintaining however the operational
principles that they agreed in the specifications. Thus, the
freedom for making changes after the specifications have
been accepted is significantly limited as mobile network uses
equipment from several suppliers, and the network entities
have to be able to mutually interoperate.

Reports by 3GPP technical groups contain a number of
proposals to improve the paging mechanism in E-UTRAN. In



the context of vulnerability, the most relevant proposals are
[11], [12] by Motorola, which suggest sending the primary
paging request only to the cell where the paged user terminal
was last observed instead of paging the whole TA list. The
proposals deal with the paging delay that such approach would
cause but at the same time the authors claim that the paging
load can be reduced by 50% to 90%. Such decrease in the
paging load would undoubtedly lower the risks of PCCH
overload and improve the technical vulnerability of the paging
mechanism. However, the recent Release 10 specification [3]
does not include the modification that the authors proposed,
what suggests that the proposal was not accepted by the group.
Nevertheless, the authors registered their idea in the prior art
database where it is available for download [13].

In late 2009 China Mobile, a company that operates the
world’s busiest network, brought a similar item to the 3GPP
agenda. The company proposed an optimisation to the paging
mechanism [14] where the MME would again use the last
known cell information, but in addition it would also page
the neighbours of the last known cell directly via S1 (MME
to eNb) or indirectly via X2 (eNb to eNb) interfaces. Thus,
according to this scheme the primary paging request is sent
to a limited number of cells, and the secondary paging is
performed on the entire TA list. The current Release 10
specifications do not include this paging scheme; therefore,
the question of paging load reduction is still open.

As the paging mechanism has remained unchanged
throughout all releases of the 3GPP LTE specifications, we do
not expect any change in the upcoming Release 11 or the later
releases, if any. In fact, the large manufacturers of the infras-
tructure equipment have an alternative way to implement their
desired modifications to the signalling subsystem that they
extensively used in GSM and UMTS. They can implement
their solutions in their equipment, and if the impact of such
solution is limited by the network entities supplied by a single
vendor, there are no interoperability conflicts in the network.
An example of such solution is the paging discard timer that
is not defined in the 3GPP specifications. The timer allows
the base stations to remove expired paging messages from
operation. Realised by some vendors, it is their proprietary
solution that resides in the eNb and effectively improves the
technical vulnerability of the paging mechanism without any
negative impact on the network entities supplied by other
vendors, if they are present in the network. However, the
details on such proprietary solutions are only available to the
vendors and their customers, and therefore we cannot evaluate
their effectiveness.

VII. CONCLUSIONS

In this work we have analysed the technical vulnerability of
the E-UTRAN paging mechanism in LTE cellular networks. In
the presence of network outages or abnormal user behaviour,
indeed, the network may reach a state in which the available
traffic capacity (on DTCH channels) is not fully utilized,
due to the overload of the PCCH channels and hence the
impossibility of establishing connections with user equipment.
This vulnerability is rooted in the way the paging mechanism
is engineered in E-UTRAN.

In this work, we have presented a stochastic model (based
on retrial queueing systems theory) for the operations of
the MME paging mechanism in E-UTRAN. The model was

shown, by comparison with the outcomes of computer-aided
simulations, to be able to predict rather well the paging failure
probability under various load conditions. From an operational
perspective, one parameter of relevance is the load at which
the paging failure becomes non-null. Simulations showed that
our model is able to predict such a figure with a good level
of accuracy.

Directions for future research include (i) an extension of the
model in order to study the paging buffer occupancy statistics
(ii) the introduction of appropriate control mechanisms (e.g.,
active queue management techniques, dynamic allocation of
channel resources) for optimizing the performance of the
paging mechanisms in LTE networks.
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