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Abstract

Multilevel Processor-Sharing (MLPS) disciplines refer to a family of age-based schedul-
ing disciplines introduced already decades ago. A time-discretized version of an MLPS
discipline is applied in the scheduler of the traditional UNIX operating system. In recent
years, MLPS disciplines have been used to study the way that packet level scheduling mech-
anisms impact the performance perceived at the flow level in the Internet. Inspired by this
latter application, many new sojourn time results have been discovered for these disciplines
in the context of the M/G/1 queue. This paper aims to give a consistent overview of these
new results. In addition, it points out some intriguing open problems for further research.
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1 Introduction

Scheduling refers to the allocation of available resources among competing demands. First ap-
plications of scheduling came from the industrial manufacturing systems. Later on, various com-
puter and communications systems have played a significant role. Scheduling theory concerns
various optimal scheduling problems, see e gN@AY et al. (1967); INEDO (1995). In the be-
ginning, the focus was on the mathematical formulations of static and deterministic scheduling
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problems with a given set af jobs andn machines. Since the 1970’s, a school of computer sci-
entists have considered the computational complexity of these problems. Static problems (with
the number of jobs and machines fixed) have also been formulated in a stochastic setting with
random release and service times. This setting has been attacked by another school of computer
scientists that have grasped the worst-case behaviour of various on-line scheduling algorithms via
so called competitive analysis. Queueing theorists have concerned the stochastic and dynamic
setting, where new customers with random service times enter the system according to some
random arrival process, see e.g.EXNROCK (1976). Their work includes both the performance
analysis of various scheduling disciplines and the solution of optimal scheduling problems. Re-
cent years have witnessed a resurgence of this field, see aREH®L-BALTER (2007). In
particular for modern communications systems, the extremely high variability of the workload
underlines the importance of age-based scheduling when optimizing the system performance.

Multilevel Processor-Sharing (MLPS) disciplines refer to a family of age-based scheduling
disciplines introduced in KEINROCK (1976). A time-discretized version of an MLPS discipline,
called Multilevel Feedback (MLF) is applied in the scheduler of the traditional UNIX operating
system, see e.g.TBLLINGS (2005). In recent years, MLPS disciplines have been used to study
the way that packet level scheduling mechanisms impact the performance perceived at the flow
level in the Internet, see @ and MATTA (2002); FENG and MiSRA (2003); A/RACHENKOV
etal. (2004); R et al. (2004). Inspired by this latter application, many new sojourn time results
have been discovered for these disciplines in the context of the M/G/1 queuekseeakrd
MISRA (2003); A/RACHENKOV et al. (2004, 2005, 2007); ATO et al. (2004, 2005, 2007);
AALTO (2006); AaLTO and ArESTA (2006a,b, 2007a,b).

This paper aims to give a consistent overview of these new sojourn time results. It consists
of the following parts. We start by introducing the MLPS disciplines in Section 2. The classical
sojourn time results are presented in Section 3, which is followed by an asymptotic analysis
in Section 4. Section 5 consists of optimality results revealing conditions under which some
MLPS discipline minimizes the mean sojourn time or the mean slowdown ratio. In Section 6, we
compare the performance of different MLPS disciplines. Finally, Section 7 not only summarizes
the paper but also picks up some intriguing open problems for further research.

2 Multilevel Processor-Sharing disciplines

Consider a single server queueing system. Scheddiisgpline (a.k.a. queueing or service
discipline) refers to the decision rule that defines how the service capacity is shared among the
customers in the system at any timeThus, for each customeythe discipline, denoted by,
specifies the proportion? (¢) of the service capacity that the customer is allocated at#irbe
attained service timéor, briefly,age) of custometi is defined as

while theremaining service times given by
Y (t) = Si — X7 (1),
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Sojourn time results for MLPS disciplines 3

whereS; refers to the (totalgervice timeof customeri. Thesojourn time7" of customer: is
clearly affected both by its service tintg and the discipliner in use,

whereA; refers to the arrival time of customé&rWell-known disciplines are, among others,

e First-Come-First-Served (FCFS), which assigns the whole service capacity to the customer
i € N™(t) with the smallest arrival timel;,

e Processor-Sharing (PS), which shares the service capacity evenly among all the customers
i€ N™(t),

e Foreground-Background (P which shares the service capacity evenly among those cus-
tomersi € N™(t) with the smallest attained service tim& (¢), and

e Shortest-Remaining-Processing-Time (SRPT), which assigns the whole service capacity
to the customei € N (t) with the smallest remaining service tirig (¢).

Here '™ (t) refers to the set of all customers in the system at time
NT(t)={i | A; <tandX](t) < S;}.

A discipline 7 is work-conservingf it does not idle when there are customers waiting, and
non-anticipating if the decision rule is independent of the remaining service times. Note that
a non-anticipating decision rule may hge-basedo that the decisions depend on the attained
service times. Letl denote the family of work-conserving and non-anticipating disciplines.
FCFS, PS, and FB clearly belonglih whereas SRPT does not. In addition, FB is purely age-
based.

Multilevel Processor-SharingVILPS) disciplines constitute a subfamily of, see KEIN-

ROCK (1976). An MLPS discipliner is age-based, and it is characterized by a finite set of level
thresholdsi; < --- < ay that defineN + 1 different priority levels,N > 0. A customer be-

longs to leveln if its attained service time is at least_; but less tham,,, wherea, = 0 and

ayy1 = oo. Between these levels, a strict priority discipline is applied with the lowest level
having the highest priority. Thus, those customers are served first whose attained service time
is less tharu;. Within each priority leveln, an internal discipline),, is applied. According to
Kleinrock’s definition, there are three possible internal disciplines, namely FCFS, PS, and FB.
The internal discipline may be different at various levels. Note that an MLPS discipline that
applies FB at all levels is, in fact, the same as the ordinary FB discipline.

'FB has many aliases like Foreground-Background Processor-Sharing (FBPS), Least-Attained-Service (LAS),
Least-Attained-Service-Time (LAST), Shortest Elapsed Time (SET), or Shortest-Elapsed-Processing-Time (SEPT),
depending on the context, se&XeNs and WIERMAN (2008).

2Non-anticipating disciplines are sometimes called non-anticipative, non-clairvoyant, or blind, again depending
on the context.
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We refer to an MLPS discipline with level thresholdsand internal discipline®),, by using
the notationD; + ... + Dyyi(aq,...,ay). For example, PS+R&) refers to the two-level
discipline with threshold. that applies PS as the internal discipline at both levels.

In this paper we consider the MLPS disciplines in the context of the M/G/1 queue with Pois-
son arrivals and independent and identically distributed service times with a general distribution.
Throughout the papen refers to the arrival rate of new customers, ahdtands for a generic
service time with a cumulative distribution function denotedyt) = P{S < z},z > 0. In
addition, letF'(z) = 1 — F(x) denote the corresponding tail distribution function. We assume
that the mean service time is finit€][S] < oo, and the traffic loagp = AE[S] satisfies the
stability conditionp < 1.

3 Classical resultsfor the conditional mean sojourn time

For any discipliner < II, let E[T"|S = z| denote the conditional mean sojourn time of a
customer with service time. In addition, letE[R™|S = z] denote the correspondirsgpwdown
ratio defined by
E[R"|S = 2] = M
X

Assume now that an MLPS discipline wiffi + 1 levels is applied, and consider a customer
whose service time satisfiesa,, 1 < = < a, for somen < N + 1. So the customer passes
levels1, ..., n — 1 before leaving the system at lewel Because of strict priority between the
levels, the customer enters the final lexedt the moment when the attained service time of all
the customers in the system is at least;. Note that this time epoch is independent of all the
internal disciplines. After entering the final level, the time until the customer leaves the system
depends only on the internal discipliig, of that level. The upper levels have no effect on this
departure time due to the strict priority between the levels. On the other hand, if a new customer
enters the system, the service of the customers at teieldelayed until the attained service
time of all the customers in the system is again at least, which is independent of all the
internal disciplines. Thus, for any MLPS discipline the conditional mean sojourn time takes
the following form,

E[T™|S = z] = ti1(an-1) + ta(Dp, ap-1,x,a,), forala,; <z <a,.
The three possible internal disciplines are discussed separately below. Before that we, however,

give some elementary results for systems with truncated service times. All the results of this
section can be found in KEINROCK (1976).

Truncated service times Letx > 0, and replace, for a while, the service timgdy their
truncated versionS A x = min{S, x}. Itis easy to see that

E[S/\x]:/mf(t)dt, E[(S/\:U)Q]:2/mtf(t)dt.
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Furthermore, let the truncated load be denoted by
Pz = AE[(S A x)).

Clearly,p, < p < 1 for all xz. The mean workload (i.e., unfinished work) for a work-conserving
M/G/1 queue with truncated service times is, by the Pollaczek-Khinchin formula,

v — AE[(S A )]
’ 2(1 - pm) .
Of course, when: — oo, we get the ordinary Pollaczek-Khinchin formula,

L AE[SY
* 201 —-p)

Internal discipline FCFS Let us return to the original service timé&s First we consider the
conditional mean sojourn time for MLPS disciplines within an FCFS level. If there is just one

level, then, for allz > 0,
E[TY"S|S = 2] = woo + 2.

If = is an MLPS discipline with FCFS applied at levelthen, for alla,, 1 < x < a,,

EﬁﬂS:ﬂ:f%%tL

Internal discipline FB  Next we consider the conditional mean sojourn time for MLPS disci-
plines within an FB level. If there is just one level, then, foralk 0,

Internal discipline PS Finally we consider the conditional mean sojourn time for MLPS dis-

ciplines within a PS level. If there is just one level, then, foralt 0,
E[TPS|S = 2] = —
L—=p

If 7 is an MLPS discipline with PS applied at levelthen, for alla,, | < z < a,,
quﬂsu:x]zzﬂTFﬂszzam4k+9%%;§@12.
vol. xx, year
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Here a(t) refers to the conditional mean sojourn time in a certslitfG/1 queue with batch
arrivals and PS discipline, whose derivativét) satisfies the following integral equation, for all
O<t<a, — an_1,

) = 1+ 22E[T"®|S = a,1]F(an,_1 +1)

)\ an—ap—1—1 .
+ — / o/ (u)F(an-1 +t + u)du
1 - pan—l 0
A ¢ —
+ 7/ o (u)F(an-1 +t —u)du. (1)
1 - pan—l 0

More explicit expressions have been derived only for a slight generalization of the exponential
distribution (see KEINROCK (1976)) and for the hyperexponential distribution (Se®RKQVA
(2007)).

4  Asymptotic analysisof the conditional mean sojourn time

In this section we consider the asymptotic analysis of the conditional mean sojoudi[flifg =

x] and the slowdown rati@'|R™|S = z| as the service time tends to infinity. Clearly, only the
internal disciplineDy ., at the highest level matters in this case. Below we concern each disci-
pline separately.

Internal discipline FCFS First we consider the MLPS disciplineswith Dy, = FCFS. If
the service time distribution has a finite second monfefft’] < oo (so thatw,, < oc), the
conditional mean sojourn time has clearly an asymptote with slgfie— p,, ) and a constant
positive bias, for allc > ay,

e w,
ET™S = x| — = e
[ | ] L — pay L — pay

In addition, the asymptotic slowdown ratio is in this case as follows:
1 1

lim F|R™|S =z] = < .
J:LI?O [ | :1:] 1—=pay — 1—=0p

On the other handE[T™|S = z] = oo for all the service time distributions with an infinite
second momenk[S?| = cc.

Internal disciplineFB  Consider now the MLPS disciplineswith Dy.; = FB. HARCHOL-
BALTER et al. (2002) show that the asymptotic slowdown ratio is as follows,

1
lim E[R"|S =z] = ——.
The limit exists even for the service time distributions with an infinite second moment but there
is no asymptote for the conditional mean sojourn tiB{#"|.S = | as A/RACHENKOV et al.

(2004) demonstrates.
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Internal discipline PS Finally we consider the MLPS disciplineswith Dy,; = PS. An
asymptotic analysis of the conditional mean sojourn time is presentedRAGHENKOV et al.
(2005). Below we summarize their results. A natural baseline discipline is now PS for which

1
E[T™|S=2]= —— and B[RS =a] = ——.
L—p L—p
Thus, even for the service time distributions with an infinite second moment, the conditional
mean sojourn time of PS has an asymptote with slgjoé — p).

Theorem 4.1 Letw € MLPS such thatDy; = PS. The conditional mean sojourn time has an
asymptote with slopg/(1 — p) and a positive (finite) bias,

lim

r—00

I _ T _ waN<1_paN)+aN(p_paN>
(E[T |S_x]_1—p)_ (1—p)? '

Corollary 4.2 Letw € MLPS such thatDy,; = PS. The asymptotic slowdown ratio is the
same as for the PS discipline,

1
lim E[R™|S =z| = TR
T—00 —pP

5 Optimality of MLPSdisciplines

As originally shown by 8HRAGE (1968), the mean sojourn time in an M/G/1 queue is mini-
mized by the SRPT discipline. However, the information about the remaining service times is
not always available, but one is obliged to only consider the non-anticipating disciplines. Thus,
we are looking for aroptimaldiscipliner* € II such that

E[T™] = min E[T™].
mwell

There are two well-known optimality results among these disciplines. If the service time
distribution belongs to the class NBUE, then FCFS is optimal (minimizing the mean sojourn
time) as shown by RHTER et al. (1990), while FB is optimal for DHR service times, see
YASHKOV (1987); RGHTER and SHANTHIKUMAR (1989). Recently, an additional optimality
result was found, giving a condition under which a two-level MLPS discipline FCFS+FB is
optimal, see ALTO and AYESTA (2007a,b). In this section, we describe how these results can
be derived based on the so-called Gittins index approach developedimé (1989).

As before, for anyr € 11, let E[T™|S = x] denote the conditional mean sojourn time of a
customer with service time, andE[R™|S = z] the corresponding slowdown ratio. The mean
sojourn time and the mean slowdown ratio have respectively the following expressions:

BT = /OOOE[MS — 2]dF(z), E[R] = /OOOE[RUS — ] dF(a).
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5.1 Servicetimedistribution classes

From here on, we assume that the service time can take any positive value. FThus; 0
for all x. In addition, we assume that the service time distribution is continuous with a density
function denoted by (x). The corresponding hazard (or failure) rate) is as follows:

flz) f(ﬂf)
F(x) fo (x+1t)d

h(z) =

Furthermore, we define, for afl,

Jo- flx+1t)d F(x)
J F(z + t) dt f0°° F(x

Note thatl/H(x) is in fact the conditional mean of the remaining service time,

H(z) =

JoFx+tdt 1

ElS—xz|S>z= 7o) = H@)

All the following distribution classes (except the last one) are well-known, see ieAKED
and SHANTHIKUMAR (1994). A service time distribution belongs to the class

e Decreasing Hazard Rat@®HR) if h(x) is decreasingfor all z;
e Increasing Mean Residual LifetinfVIRL) if 1/H (x) is increasing for alk;
e New Worse than Used in ExpectatiddWUE) if 1/H(0) < 1/H (x) for all .

Classedncreasing Hazard RatdHR), Decreasing Mean Residual Lifetinfi®@MRL), andNew
Better than Used in ExpectatigfNBUE) are defined correspondindiyt is known that

DHR c IMRL ¢ NWUE and THR ¢ DMRL C NBUE.

Moreover, the service time distributions in the first three classes have a coefficient of variation

greater than 1. Thus, they are more variable than the exponential distribution. Correspondingly,

the distributions in the last three classes are less variable than the exponential distribution.
Finally, letk > 0. A service time distribution belongs to the class NBUE+OKRf

(i) 1/H(0) > 1/H(z) forall x < k, and

(i) h(zx)is decreasing for alt > k.

3Throughout the paper we use the terms “decreasing” and “increasing” in their weak form so that the corre-
sponding functions need not berictly monotonic.

4Classes DHR and IHR are also callBécreasing Failure Rat¢DFR) andIncreasing Failure RatgIFR),
respectively.
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This class was introduced inBATo and AYESTA (2007b). An example is the Pareto distribution
with shape parameter > 1 and scale parametgr> 0,

0, 0<z<k,
Fay=4 1 (% £k
x) -

Note, however, that another version of the Pareto distribution with shape parainetérand

scale parametér> 0 that is defined by

belongs to the class DHR.

5.2 Gittinsindex
TheGittins indexof a customer with age is defined by

G(z) = sup J(z,A),

where . B B
T(x,A) = ()Af(:c +o)dt F(gi)_— F(z+4)
Jo Flevtydt [P F(zr+t)dt
Note that
_ f(l‘) _ B F(:L‘) B
J(z,0) = = h(z) and J(z,00) = FFattd H(x).

Furthermore, let
A*(z) =sup{A >0 J(z,A) = G(x)}.

By definition,
G(z) = J(z, A% (2)).

Note further that/(z, A) is continuous with respect to both arguments. In addition, the
one-sided partial derivatives with respectiare defined for any paitr, A),

0 fle+A) [SF(@+t)dt — Flz + A) [2 f(z+1)dt @

Lemmab5.1 If the service time distribution belongs to DHR, théfx, A) is decreasing with

respect toA for any fixedr.
vol. xx, year
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Proof. Letz > 0. Assume that the service time distribution belongs to DHR.Aet 0.
Now h(xz +t) > h(x 4+ A) forall 0 <t < A, which is equivalent with

flz+1) F(x+1)

> = . 3
flx+A) = F(z+A) ®)
By (2), we have
A F A
9A [Bf+tdt ~ [PF@+t)d
1 1
A f(z+t) A F(x
fo Feray 4t fo o dt
The claim follows from this by (3). O

Proposition 5.2 If the service time distribution belongs to DHR, th@(w) is decreasing for all
x.

Proof. Letz > 0. Assume that the service time distribution belongs to DHR. THen
J(x,0) = h(z) by Lemma 5.1, and, thu&;(z) is decreasing.

o

Similarly, by using the counterpart of Lemma 5.1, we deduce that if the service time distri-
bution belongs to IHR, thet¥(z) = J(z,00) = H(x) and, thusG(z) is increasing for all.
Below we present a relevant result for the more general class NBUE.

Lemma5.3 The service time distribution belongs to NBUE if and only ([, A) < J(0, c0)
for any A.

Proof. By definition the service time distribution belongs to NBUE if and only (6, co) =
H(0) < H(z) = J(z,00) foranyz. Letz > 0. Now

J(0,2) < J(0,00) <=

fo < JCF(t)dt
— F(t) dt < F(x) | F(t)dt

T -

The claim follows from this, since the last inequality is equivalent with the inequé{ityco)

<
J(x,00). O

Proposition 5.4 If the service time distribution belongs to NBUE, th&fx) > G(0) for all =

Statistica Neerlandica
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Proof. Letx > 0. Assume that the service time distribution belongs to NBUE. Then
J(x,00) = H(z) > H(0) = J(0,00)
by definition, and=(0) = J(0, co0) by Lemma 5.3. Thus,
G(z) > J(z,00) > J(0,00) = G(0),

which completes the proof. O

The following Proposition is proved in &AL TO and ArESTA (2007b).

Proposition 5.5 If the service time distribution belongs to NBUE+DHR, wherek > 0, then
(i) A%(0) = k,
(i) G(x) > G(0) forall x < A*(0),
(i) G(x) is decreasing for alk > k.
If additionally A*(0) < oo, then
(iv) G(A*(0)) < G(0).

5.3 Optimality results

The Gittins index discipliner* assigns the whole service capacity to the custameN™ ()
with the highest Gittins index,

G(XT (1) = jefjr\}%t)G(X}r* (1))

Recall thatX () denotes the attained service time of custoinéithere are multiple customers
with the same highest index, any one of them can be chosen. The Gittins index discipline is
clearly work-conserving and non-anticipating, belonging thud to

It is known that the Gittins index discipline* is optimal with respect to the mean sojourn
time (among the work-conserving and non-anticipating disciplines), see Theorem 3.28 in G
TINS (1989) or Theorem 4.7 in ASHKoV (1992). Together with the three Propositions presented
in the previous subsection, this justifies the following optimality results.

Theorem 5.6 If the service time distribution belongs to
(i) DHR, thenE[T"®)] = inf e E[T7];

(i) NBUE, thenE[TTCFS] = inf . E[T7];5

5In fact, not only FCFS but any non-preemptive work-conserving discipline is optimal in this case.
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(i) NBUE+DHR(k), thenE[TFCFS+FBA" )] = inf, .y E[T7].

As mentioned above, the first two of these results are already about 20 years old, while the
third one was detected recently im&ro and AYESTA (2007b). A less general version appeared
before that in ALTO and ArESTA (2007a).

Instead of the mean sojourn timeg®G and MSRA (2003) consider the minimization of
the mean slowdown ratio obtaining the following result. However, the Gittins index cannot be
applied for the proof but another approach is needed, see Section 6.3.

Theorem 5.7 If the service time distribution belongs to DHR, thBpR®] = inf,c;; E[R™].

6 Comparison among ML PSdisciplines

In this section we review recent results related to the mean sojourn time and slowdown ratio
comparison among the MLPS disciplines. The section is mainly based on the following papers:
FENG and MISRA (2003); AALTO et al. (2004); ALTO (2006); AALTO and AYESTA (2006a);
AALTO et al. (2007).

6.1 Mean sojourn time comparison for IMRL and DMRL service times

When comparing the mean sojourn time of different disciplines for IMRL or DMRL service
times in an M/G/1 queue, a key variable is the so-cakeel-« (or truncated) workload/ (),

which refers to the sum of the remaining service times of those customers whose attained service
is less than a given threshald

Vi) = D (Si—XT(1),
1ENT (L)

where
NI(t)={i e N7(t) | A; < tand X[ (t) < x},

see ALTO (2006); AALTO and AYESTA (2006b).

If the conditional mean remaining service timgH (x) is monotonic (and, thus aldd(x)),
the mean sojourn times[7"] and E[T™| in two systems with disciplines, 7’ € 11, respectively,
may be compared as follows:

BT - BT7) = =5 [ (B W) - BWVE) dH ),

This yields the following lemma.

Lemma6.l Letr, «' € I such thatE[V] < E[V/] for all z > 0. If the service time distribu-
tion belongs to

(i) IMRL, thenE[T™] < E[T™];

Statistica Neerlandica
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(i) DMRL, thenE[T™] > E[T™].

By this approach, the following result has been obtainedAn™ (2006), which compares
certain MLPS disciplines with the baseline discipline PS.

Theorem 6.2 Let 7 € MLPS such that the internal disciplines belong {&'B, PS}. If the
service time distribution belongs to

(i) IMRL, thenE[T™] < E[T?S);
(i) DMRL, thenE[T™] > E[T*S].

This approach has also been used iwLP0 and ArESTA (2006b) to demonstrate that FB
doesnot minimize the mean sojourn time within the class IMRL, contrary to what was earlier
believed.

6.2 Mean sojourn time comparison for DHR and IHR service times

When comparing the mean sojourn times of different disciplines for DHR or IHR service times,
one should no longer concentrate on the levelorkload but a slightly modified variable called

the unfinished truncated worK (¢), which refers to the sum of the remaining truncated service
times of those jobs in the system whose attained service is less than a given truncation thresh-

old z,
Uity = > ((Sina) — X7 (1)),
1ENT (L)

whereS; A z = min{S;, z}, see ALTO et al. (2004, 2005).
If the hazard raté(z) is monotonic, the mean sojourn timeg'"] and£[7™ ] in two systems
with disciplinesr, 7’ € 11, respectively, may be compared as follows:

BT - BT} = —5 [ (B0 - BT ) dho)

As a consequence, we have the following lemma.

Lemma6.3 Letr, 7' € II such thatE[UT] < E[UT] for all # > 0. If the service time distribu-
tion belongs to

(i) DHR, thenE[T™] < E[T™];
(i) IHR, thenE[T™] > E[T™].

By this approach, the following more detailed comparison results have been obtained in
AALTO and AYESTA (2006a), giving a partial order with respect to the mean sojourn time among
the MLPS disciplines.
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Theorem 6.4 Letrw,n’ € MLPS such thatr is derived fromr’ by one of the following opera-
tions:

¢ an internal discipline is changed from PS to FB, or from FCFS to PS;
¢ any level with FCFS internal discipline is split into two adjacent FCFS levels; or
¢ level 1 with PS internal discipline is split into two adjacent PS levels.
Now if the service time distribution belongs to
(i) DHR, thenE[T™] < E[T™];
(i) IHR, thenE[T™] > E[T™].

Note that splitting a PS level that is not the lowest one is still an open problemalmA
and AYESTA (2006a), a conjecture is presented that would be sufficient to prove that for DHR
[IHR] service times, the mean sojourn time is decreased [increased] if any PS level is split into
two adjacent PS levels.

Lemma 6.3 can also be used to prove the optimality of FB with respect to the mean sojourn
time for DHR service times, seeENG and MSRA (2003); AALTO et al. (2004). This is due to
the fact that FB minimizes the unfinished truncated work process for@wen stochastically.
Earlier proofs used different approaches.

6.3 Mean slowdown ratio comparison

Finally, we compare the MLPS disciplines with respect to the mean slowdown Iaf5|.
Define, for allx > 0,

whereh(x) refers to the hazard rate as before. Note that for any DHR service time distribu-
tion, the functiong(x) is decreasing. However, for an IHR distribution, this function may be
nonmonotonic.

If g(x) is monotonic, the mean slowdown rati@§R"] and E[R™] in two Systems with
disciplinesr, 7’ € 11, respectively, may be compared as follows:

PR - B[R] = =3 [ (W7 - BUF ) dgto)

This results in the following lemma.
Lemma6.5 Letr, n’ € II such thatE[U7] < E[UT] forall z > 0. If g(z) is
(i) decreasing for allz, thenE[R™] < E[R™];

(i) increasing for allz, thenE[R™] > E[R™].
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By combining this lemma with the results found im&o and AYESTA (2006a), the follow-
ing theorem was discovered inAATO et al. (2007).

Theorem 6.6 Letnw, 7’ € MLPS such thatr is derived fromr’ by one of the operations men-
tioned in Theorem 6.4. lf(x) is

(i) decreasing for allz, thenE[R™] < E[R™];

(i) increasing for allz, thenE[R™] > E[R™].

Corollary 6.7 Letw, 7" € MLPS such thatr is derived fromz’ by one of the operations men-
tioned in Theorem 6.4. If the service time distribution belondSHR, thenE[R™] < E[R™].

This approach was originally used it RG and MISRA (2003) to prove the optimality of FB
with respect to the mean slowdown ratio for DHR service times.

6.4 Optimization of the level thresholds

From a designer point of view, a key issue for the successful implementation of an MLPS disci-
pline lies on the choice of the level thresholds. Numerical experiments reportealLiroAand
AYESTA (2006a) propose that with DHR service times, an MLPS discipline with only 2 or 3
levels but with an appropriate choice of level thresholds, can provide a mean sojourn time very
close to the optimal value achieved by FB.

The problem of obtaining analytical expressions for the optimal choice of the thresholds is
largely open. ARACHENKOV et al. (2007) consider the two-level PS+PS disciplines assuming
a hyperexponential distribution,

F(z)=1—pe ™M* — (1 —p)e #,
which belongs to the class DHR. Theorem 6.4 says that, forany
E[TFB] S E[TPS+PS<CL)] S E[TPS]

in this case. XRACHENKOV et al. (2007) find that, ifi; > us, the optimal threshold* is well

approximated by
a= ! lo (7/“ —A )
s C pe(l—p) /)

Numerical results reported inAATO and AYESTA (2006a) indicate that the above approximation
may work well even whem; andyu; are of the same order.
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7 Summary and open problems

The paper reflects the progress that has been made in recent years in the study of the sojourn
time for the MLPS disciplines. This family of disciplines has attracted a lot of attention due to its
broad definition, which covers a wide variety of non-anticipating policies, including well known
disciplines like PS, FCFS, or FB.

We have seen that under the rather realistic assumption of DHR service time distributions, the
mean sojourn time of FB is optimal within the set of non-anticipating policies. Unfortunately, the
combination of the difficulties in implementing FB, together with the fear that large jobs might
suffer from starvation, has led to a situation where age-based scheduling disciplines are rarely
implemented in real systems.

An important conclusion we can draw on the performance of MLPS is that the mean sojourn
time of an MLPS discipline with just 2 or 3 priority levels matches very closely the mean sojourn
time obtained with FB, while at the same time reducing the degradation received by the largest
jobs (see Section 4). Thus, MLPS disciplines might be more suitable in practical implementa-
tions than the theoretically optimal policies like FB.

As an important research avenue for the future we believe that in the coming years the perfor-
mance of scheduling disciplines in networks of queues should deserve more attention. Indeed,
the vast majority of researchers consider the simplest case of a single bottleneck scenario, and
only partial results exist for the more realistic case, where scheduling disciplines like MLPS
might be implemented in various parts of a network.

A challenge also remains for the single bottleneck scenario M/G/1, viz. the completion of
Theorem 6.4 to cover the case where a PS level, that is not the lowest one, is split.
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