Abstract

Cost-based query optimizer chooses the most efficient execution plan for a given query using a cost model. The latter relies on the accuracy of estimated statistics. These estimates often differ significantly from those encountered during query execution, leading to poor plan choices. In this document, we present a method to query processing that is fully aware of estimation inaccuracies. This method produces execution plans that are likely to perform reasonably well over different run-time conditions, so called robust plans. Robust plans are then augmented with extra-operators. These operators collect statistics at run-time and check the robustness of the current plan. If the robustness is violated, extra-operators are able to make decisions for plan modifications to correct the robustness violation without a need to recall the optimizer. We present the results of performance studies of our method, which indicate that it provides significant improvements in the robustness of query processing.
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0.1 Introduction

Cost-based query optimizers use cost models to determine the best among candidate execution plans for a given query. This plan has the lowest estimated cost. Determining the best plan for a query requires accurate estimates of the cost model inputs (e.g., sizes of temporary relations). Unfortunately, these estimates are often significantly in error with respect to values encountered at run-time. Estimation errors can occur due to the use of outdated statistics, invalid assumptions (e.g., defaults values, attribute value independence), or because of the lack of sufficient information about the run-time conditions at compile-time. Ioannidis et al. showed that estimation errors propagate exponentially with the number of joins, leading to sub-optimal plan choices.

Several researches aimed to find solutions to the problem of plan sub-optimalities caused by estimation errors. These researches include techniques for better quality of the statistical meta-data. Although these techniques improve the precision of estimates, obtaining accurate estimates remains a challenge since it requires detailed and a priori knowledge about data (e.g., attribute values distributions) and run-time characteristics (e.g., system load).

Motivated by the difficulty of providing accurate estimates, a part of the database research community proposed new approaches for query optimization that are able to detect and recover from plan sub-optimalities caused by estimation errors. We distinguished two main approaches. One approach called Single Point-based Optimization selects the best execution plan for a given query using single-point estimates of statistics needed for cost computations. Then, it tracks statistics during the execution. If an estimation error is detected, a re-optimization of the rest of the plan is triggered to correct the resulting sub-optimalities. The optimization and the execution stages of processing a query may be interleaved many times.

In this approach, the proposed methods do not incorporate issues affecting re-optimization. At compile-time, no information about the uncertainty in the used estimates is provided. Estimates are treated as they were completely precise. This makes methods very oppor-
tunistic to plan re-optimizations. Moreover, in a highly unpredictable environment, when re-optimization is triggered, the optimizer may use new inaccurate estimates, resulting in other plan re-optimizations. This may induce significant overhead and thus performance regression.

To avoid this problem, an alternative approach called Multi point-based Optimization \cite{14,20} was introduced. Methods in this approach aim to make query optimization process aware of the possibility of errors in estimates. This is ensured by the use of probability distributions or intervals of estimates around error-prone parameters. The use of multiple points instead of single-point estimates of statistics quantifies the optimizer uncertainty regarding the accuracy of used estimates. Furthermore, considering possible run-time values of parameters allows the optimizer to identify plans that are expected to generate good performance in different run-time conditions. These plans are said robust.

The performance of methods using probability distributions (e.g., \cite{14,15}) may be limited. These methods assume that they have precise information about data distributions. However, this is rarely the case (e.g., dynamic environment, complex correlation). As for methods using intervals of estimates (e.g., \cite{17,19,20}), they assume that it is usually feasible to find a plan, which is robust over a whole interval. This assumption is not often valid. High uncertainty regarding the accuracy of used estimates involves a large interval. Finding a plan that is robust over a large interval is not always feasible. Plans can only be robust over parts of that interval. Moreover, the majority of methods in this approach can be described as fully proactive. They anticipate the reaction to a potential errors in estimates and generate appropriate execution plans. These plans are kept unchanged until the termination of the executions. Indeed, these methods assume that the run-time values of parameters inevitably match the compile-time estimates of these parameters. This assumption is still unjustified and its use may result in poor performance. In this document, we focus on this issue.

We aim to extend this optimization approach, and particularly our work in \cite{21}, to make it able to respond to changes in the actual run-time conditions compared to run-time
conditions expected at compile-time. The method that we presented in [21] is part of the multipoint-based optimization approach. It divides -if required- an interval of estimates into sub-intervals and identifies plans, each of them is robust within a sub-interval. Then, it relies on a probabilistic reasoning to decide which plan to choose to start the execution. We suggested to calculate for each plan, its probability to avoid a robustness violation. The plan with the highest probability is selected.

Although the risk of robustness violation using this plan is low, a robustness violation may nevertheless occur and induce poor performance. As a solution, we propose in this document an hybrid method to query processing that is able to detect and correct a robustness violation during a query execution. A robust plan is firstly produced using intervals of estimates around uncertain parameters. At run-time, our extended method uses feedback from query execution to check the robustness of the current plan. A robustness violation can be detected and corrected through check-decide operators inserted into the plan at compile-time. These operators are inserted at key points. They are responsible for collecting statistics at run-time and deciding if a modification of the rest of the plan is necessary. They are able to react to a robustness violation autonomously, without a need to recall the optimizer. Decisions for plan modifications are prepared at compile-time and evaluated during the execution. To insert such operators, we rely on a user-defined parameter called risk threshold. A risk threshold indicates the maximum value of the risk of a robustness violation that the user is willing to accept. This threshold allows a trade-off between performance and uncertainty in used estimates.

The rest of the document is organized as follows: Section 2 provides the context of our work. Section 3 details our contribution. Section 4 presents the results of the performance evaluation of the proposed method. We discuss the most related work in Section 5. We conclude and present future work in Section 6.
0.2 Background and Motivating Example

In this section, we define first our concept of robust query execution plan. Then, we present an example that highlights our motivations.

0.2.1 Preliminaries

A solution to account for possible errors in estimates used by the optimizer, is to consider intervals around these estimates rather than specific values. The literature provides several techniques for computing such intervals (e.g., [10, 16, 22]). The computation of intervals of estimates is out of the scope of this document. To conduct our work, we relied on the method proposed in [22]. In [22], the authors presented a method for using upper and lower bound information to define intervals around uncertain parameters. Once computed, intervals of estimates are then used to identify execution plans that are expected to provide robust performance.

Basically, a plan is said robust if its performance does not regress significantly in the presence of estimation errors. To avoid confusion with other robustness concepts addressed in the prior literature, we propose the following definition: let $v_e$ be an estimate of an error-prone parameter value, let $I$ be an interval of estimates around $v_e$ exhibiting the uncertainty about this estimate. Let $P_{\text{best}}$ be the best plan for a specific value $v_i \in I$. Finally, let $\lambda$ be a user-defined cost-increase threshold (expressed in percentage). A plan $P_{\text{alt}}$ is robust with respect to estimation errors if:

$$\forall v_i \in I, \frac{\text{cost}(P_{\text{alt}})}{\text{cost}(P_{\text{best}})} \leq 1 + \frac{\lambda}{100}$$

For instance, if users tolerate a minor cost increase ($\lambda$) of 10%, the cost of $P_{\text{alt}}$ is at most 1.1 times the cost of the best plan.

0.2.2 Motivating Example

The use of intervals fully quantifies the uncertainty regarding the accuracy of estimates. A large interval is a sign of high uncertainty, while a narrow interval is a sign of low
uncertainty. Generating a plan that is robust over a large interval is hard to achieve. The following example illustrates this issue.

**Example 1.** Consider the query Q:

```
Select *
from customer, order, item
where customer.ckey = order.okey and
    customer.ckey = item.ikey and
    order.totalprice > [totalprice] and
    item.price < [price];
```

Q is a query joining the relations `customer`, `order` and `item`. There are a selection predicate on `order.totalprice`, denoted $\sigma(\text{order})$, of the form $order\text{.totalprice} > [\text{totalprice}]$, and a selection predicate on `item.price` of the form $item\text{.price} < [\text{price}]$, denoted $\sigma(\text{item})$. Suppose that $|\text{customer}|=115\text{MB}$, $|\text{order}|=220\text{MB}$, $|\text{item}|=380\text{MB}$, and that the database buffer size is 140MB. Throughout this document, the notation $|R|$ refers to the size of a relation $R$.

Assume that an accurate estimate of $|\text{customer}|$ is available from the database catalog, and that the cardinality of $\sigma(\text{order})$ is estimated accurately from an equi-height histogram on `order.totalprice` from the database catalog. Suppose that $|\sigma(\text{order})|=120\text{MB}$. As for $|\sigma(\text{item})|$, we assume that there is no histogram on `item.price` attribute. The cardinality of $\sigma(\text{item})$ is considered subject to an estimation error. To model this, an interval of estimates around $|\sigma(\text{item})|$, denoted $I_i$, is computed. Let $I_i=[85, 170]\text{MB}$. A query optimizer enumerates the plans $P_{ic}$ and $P_{co}$ (Cf. Figure 1), as two possible execution plans for Q. $P_{ic}$ is the best plan for low values of $|\sigma(\text{item})|$. For higher values of $|\sigma(\text{item})|$, $P_{co}$ becomes the best plan.
Figure 1: Execution plans for Q

Figure 2 below shows the variation of execution costs of these plans with respect to $|\sigma(\text{item})|$. This figure highlights the difficulty of producing a single robust plan over a large interval of estimates. Considering only the range [85, 145]MB, $P_{ic}$ can be chosen as a single robust plan since its cost remains close to the best cost within this range. However, considering the interval [85, 170]MB, we notice that finding a single robust plan is not feasible since neither $P_{ic}$ nor $P_{co}$ is robust within this interval.

Figure 2: Costs of plans with respect to $|\sigma(\text{item})|$

We addressed this problem in details in [21]. We proposed an optimization method that divides an interval of estimates into sub-intervals and generates a set of plans, each
of them is robust within a sub-interval. Only one robust plan among those found must be then chosen to begin the execution. For that purpose, we relied on a probabilistic reasoning. We calculate for each plan its probability to avoid a robustness violation and choose the plan with the highest probability. A robustness violation occurs when the value observed at run-time does not lie within the robustness range of the chosen plan. The performance studies of this method showed that it improves the optimizer ability to generate robust plans, especially when the uncertainty is high [21]. The research work in [21] focuses exclusively on the compile-time choices of robust execution plans. Although a chosen plan has the highest probability to avoid a robustness violation, the risk that values observed at run-time are not belong to the robustness range of that plan well exists.

Going back to the example of the query Q in the subsection 2.2. As depicted in Figure 2, the robustness range of $P_{ic}$ is $[85, 145]$MB, and that of $P_{co}$ is $[105, 170]$MB. $P_{co}$ has a higher probability to avoid a robustness violation. Its robustness range covers more values that are likely to be observed at run-time. $P_{co}$ is chosen to begin the execution. If at run-time, $|\sigma(item)|$ turns out to be 95MB, continuing to execute $P_{co}$ will result in a robustness violation and thus performance regression. One solution would be to interact with the execution environment. Markl et al. [20] demonstrated that using feedback from query execution to verify the adequacy of the running plan can improve performance by orders of magnitude. Methods relying on this principle (e.g., [10, 20]) propose to use first a traditional optimizer to generate the best plan for a query. This plan is then augmented with extra-operators that are inserted at specific points in the plan. These operators collect updated statistics at run-time. These statistics are used to determine whether a re-optimization of the rest of the plan is necessary. These methods use heuristics to insert extra-operators. In addition, plan re-optimizations are supervised by the optimizer, which can induce a significant additional cost due to multiple re-invocations of the optimizer. Unlike existing methods, we propose to insert what we call check-decide operators, at the points in the plan where there is a high level of uncertainty. This level is specified
based on a user-defined parameter. At run-time, statistics are collected at these points. Check-decide operators use information gathered at compile-time to react autonomously and correct a robustness violation without a need to re-invoke the optimizer. Details of this work are described in the next section.

0.3 Hybrid Method to Robust Query Processing

In this section, we detail our method called Hybrid Method to Robust Query Processing (HRQP). This method addresses two problems: (1) the production of robust execution plans that handle the uncertainty in estimates used at compile-time, and (2) the detection and the correction of a robustness violation at run-time. The method includes three main modules:

- **Identification of Robust Plans**: the risk of errors in estimates used at compile-time is modelled by means of intervals computed around these estimates. The cost of possible execution plans are compared over these intervals and plans providing robust performance are identified. The less likely plan to result in a robustness violation during the execution is selected to start the execution.

- **Insertion of Check-Decide Operators**: these operators are inserted at specific points in the chosen plan. At run-time, up-to-date statistics are collected by these operators. Collecting statistics can cause a significant overhead if it is done at many points in a plan. To avoid that happening, at compile-time, the most effective points for collecting statistics are determined, and these operators are inserted into the plan at these points.

- **Query Plan Modification**: feedback from query execution is used to determine whether the rest of the execution plan requires modifications. Decisions for plan modifications are managed by the check-decide operators inserted into the plan at compile-time. These operators are able to made decisions autonomously, based on information gathered at compile-time and those collected at run-time.
In the remainder of this subsection, we detail each of the above modules. We continue to rely on the scenario of the example in the subsection 2.2 to describe how these modules interact with each other.

### 0.3.1 Identification of Robust Plans

This module consists in a compile-time strategy to identify robust execution plans for given queries. This strategy extends our earlier work in [2](#), which does not consider join ordering with respect to estimation errors.

Our extended strategy proceeds in two steps to construct a robust execution plan for a query: (1) the first step consists in specifying a robust execution order of query operators and generates what we call logical operator plan, (2) the second step consists in the selection of algorithms to implement each of the operators of the logical plan and produces what we call a physical operator plan.

The objective of the first step - which is the distinguished feature of our extended strategy for identifying robust plans - is to specify a logical operator order taking into account the uncertainty in the estimated sizes of operand relations. Recall that the cost of a binary operator (i.e., join) is a function of the sizes of the two operand relations. The distinction between these relations is crucial because some join cost formulas (e.g., nested loop join) are not symmetric with respect to the inner and outer relations [1]. The outer relation corresponds to the operand relation from which tuples are firstly retrieved by the join algorithm. The inner relation corresponds to the operand relation from which tuples are then retrieved using join values of the outer relation [1]. By convention, we consider that the outer relation is the left join-input and that the inner relation is the right join-input in the plan tree. We put the relation with the smallest size at the left. This process is repeated for each binary operator in the logical plan.

Finding the relation with the smallest estimated size is simple when single-points estimates are used. However, when sizes are modelled by intervals of estimates, we calculate for each relation its probability to have the smallest size as follows: Let two relations $T$ and $R$...
$S$ and two intervals $I_T = [a, c]$ and $I_S = [b, d]$ including possible run-time values of $|T|$ and $|S|$. The probability that $|T|$ is lower than $|S|$, denoted $\text{prob}(|T| < |S|)$, is calculated as follows:

$$
\text{prob}(|T| \leq |S|) = \begin{cases} 
\frac{b-a}{c-a} + \frac{d-b}{2(c-a)} & \text{if } [b, d] \subset [a, c] \\
\frac{d-c}{d-b} + \frac{1}{2} & \text{if } [a, c] \subset [b, d] \\
\frac{1}{2} & \text{if } [a, c] = [b, d] \\
\frac{d-a}{2(c-a)} & \text{if } a \in [b, d] \text{ and } d \leq c \\
\frac{b-a}{c-a} + \frac{d-c}{d-b} + \frac{c-b}{2(c-a)} & \text{if } c \in [b, d] \text{ and } a \leq b
\end{cases}
$$

When only $|T|$ is modelled by an interval $I_T$ and that a single-point estimate of $|S|$ is used, the probability that $|T|$ is lower than $|S|$, is calculated as follows:

$$
\text{prob}(|T| < |S|) = \begin{cases} 
0 & \text{if } |S| < a \\
1 & \text{if } |S| > c \\
\frac{|S| - a}{c-a} & \text{if } a \leq |S| \leq c
\end{cases}
$$

Explanation of the formula for computing these probabilities is available in the APPENDIX.

To describe this module, we consider the query Q in the subsection 2.2. We removed the equi-height histogram on attribute $\textit{order.totalprice}$ from the catalog. An interval of estimates around $|\sigma(\text{order})|$, denoted $I_o$, is computed. Let $I_o = [75, 160]\text{MB}$. Applying the rules above to our example with as inputs the single-point estimate of $|\text{customer}|$ and the intervals $I_i$ and $I_o$, the plan $P_{log}$ (Cf. Figure 3) in the form of a logical-operators tree, is selected to execute Q. This plan is used as input to the second step.
The second step consists in applying to each operator in the logical plan the following process: physical algorithms are enumerated and their costs are compared over the estimated sizes of the operand relations. When a relation size is modelled by an interval of estimates, we calculate the robustness range of each candidate algorithm. For example, let $O$ be the first logical operator in $P_{\log}$, $\varphi$ is a set of candidate physical algorithms for $O$. Suppose that an accurate estimate of $|\text{customer}|$ is available from the catalog. However, $|\sigma(\text{order})|$ is considered subject to an estimation error. The interval $I_o$ around $|\sigma(\text{order})|$ is used.

Calculating the robustness range $I_{\text{sub}}$ for a physical algorithm $O_{\text{alt}}$ in $\varphi$ can be converted into a numerical solving problem. We compute the lower bound of $I_{\text{sub}}$ by solving the inequality:

$$Cost(O_{\text{alt}}, |\text{customer}|, |\sigma(\text{order})|) \leq (1 + \frac{\lambda}{100}) \times CostBestPlan(\varphi, |\text{customer}|, |\sigma(\text{order})|)$$ (2)

$CostBestPlan(\varphi, |\text{customer}|, |\sigma(\text{order})|)$ returns the cost of the best plan in $\varphi$ for $|\text{customer}|$ and $|\sigma(\text{order})|$. $Cost(O_{\text{alt}}, |\text{customer}|, |\sigma(\text{order})|)$ returns the execution cost of $O_{\text{alt}}$.

Similarly, the upper bound of $I_{\text{sub}}$ is determined by solving the inequality:

$$(1 + \frac{\lambda}{100}) \times CostBestPlan(\varphi, |\text{customer}|, |\sigma(\text{order})|) \leq Cost(O_{\text{alt}}, |\text{customer}|, |\sigma(\text{order})|)$$ (3)
Solving an inequality with $|\sigma(\text{order})|$ as the variable of the inequality consists in varying $|\sigma(\text{order})|$ in $I_0$, comparing the cost of $O_{alt}$ with the best cost and finding the minimum root for which the inequality is true. To avoid a large computational complexity, the comparison of costs is done only at a few points in the intervals. These points are determined using our modified secant method \cite{21}. We relied on the secant method because it provides precise results with reduced complexity. Moreover, it can be extended to n-parameters space \cite{23}. More details on calculating robustness ranges are provided in \cite{21}.

After robust algorithms for each logical operator are identified, we rely on a probabilistic approach to choose for each operator the algorithm with which to start the execution. We compute for each algorithm its probability to avoid a robustness violation at run-time. Take as an example the physical algorithm $O_{alt}$, with a validity range $I_{sub}$. The probability to avoid a robustness violation choosing $O_{alt}$, denoted $\text{prob}(O_{alt})$ is calculated as follows:

$$\text{prob}(O_{alt}) = \frac{\text{width of } I_{sub}}{\text{width of } I_0}$$

This rule applies when only one of the operand-relations is modelled by an interval of estimates. Details about the generalized case can be found in \cite{21}.

0.3.2 Insertion of Check-Decide Operators

In the previous module, a logical plan for a given query is produced and robust algorithms are selected to implement the logical operators in that plan. The robustness of an algorithm is evaluated over intervals of estimates around operand-relations sizes. An algorithm can be robust over a whole interval of estimates or over only a sub-interval of that interval. In the latter case, a robustness violation may occur if values observed at run-time do not match those for which the chosen algorithm is presumed robust.

As a solution to this problem, we propose in this document to augment the robust plan initially produced with extras-operators called check-decide operators. These operators have the dual role of monitoring a plan execution and, if necessary, deciding to modify
the rest of the plan to correct a robustness violation. Inserting these operators at many points in a plan and checking the robustness of this plan at each point may induce a significant overhead. To avoid this, we propose to insert these operators at the points in the plan where the risk of a robustness violation is high. An uncertainty level, which may be either low or high, is assigned to the algorithms chosen to execute operators of a plan. A high uncertainty level indicates that there is a significant risk that a chosen algorithm results in a robustness violation.

An uncertainty level is assigned relying on a user-defined parameter, called risk threshold. A risk threshold defines the maximum value of the risk of a robustness violation that the user is willing to accept. Take as example an algorithm $O_{alt}$ chosen to execute a logical operator $O$ as it presents the highest probability to avoid a robustness violation. Consider that this probability is equal to 80%. Thus, the risk of a robustness violation during the execution of that algorithm is 20%. If the risk threshold is 30%, the choice of $O_{alt}$ is considered sufficiently reliable, the uncertainty level attributed to this algorithm is low. On the other hand, the use of a risk threshold of 10% would result in a high uncertainty level for $O_{alt}$.

A check-decide operator is inserted into an execution plan before each physical operator whose associated risk is considered high (Cf. Algorithm 1).

```
1 BEGIN;
2 for each operator in the execution plan ;
3   attribute uncertainty level ;
4   if (level='high') then ;
5     insert check-decide operator in the plan edge where the uncertainty
6       should be resolved ;
6 END
```

**Algorithm 1**: Insertion of check-decide operators

At run-time, up-to-date statistics are collected at these points and a modification of the rest of the plan is triggered if required. We detail this in the subsection below.
In this subsection, we describe how statistics can be collected at specific points during the execution of a query plan. We describe the types of statistics we can collect, and how this can be done while avoiding significant overhead. These statistics are then used to obtain improved estimates for intermediate result sizes and operator execution costs.

As a first step, we describe the method of collecting the statistics. Then we discuss the question of determining which statistics to collect and to which points of the execution plan of the query.

Consider the figure 4. There is a selection operator that applies to the item relation. Immediately after the selection operator, a check-decide operator can be inserted into the execution plan of the query to collect statistics. When the tuples are produced by the selection operator, they can be examined by the control operator and the required statistics can be collected without interrupting the execution of the plan; The cardinality of the selection operator can be calculated by maintaining a current count of the number of tuples that follow in the control operator.

Figure 4: Statistics Collection during the execution
This approach to statistical gathering makes it possible to obtain updated statistics on cardinalities with reasonable accuracy. However, it has a major limitation, which concerns the pipeline of operators when executing a query. If statistics are gathered in the midst of pipeline execution of operators, none of the operators of the pipeline can benefit from these statistics. Indeed, all the operators of the pipeline run at the same time as the collection of statistics. Consequently, the statistics will only be ready when all the operators of the pipeline have completed a significant part of their execution.

An alternative to this would be to use the approach to materialisation of intermediate results. It should be noted that in the case of a pipeline, the pipeline will be interrupted at the points where the statistics are to be collected. This can slow down the execution of a query.

In our method, we do not address this problem. It is an interesting area that would be the subject of our future work.

In this document, we determine the points in an execution plan where a collection of statistics is likely to be beneficial for a robust execution of the query. As described in the previous section, this responsibility is delegated to the user, who specifies using the "risk threshold" parameter the desired trade-off between the correction of the plan during its execution and the final time of the query processing.

Once the statistics are collected in this way during query execution, they can be exploited to obtain new estimates for intermediate result sizes and operator execution costs for the rest of the query.

Check-decide operators are inserted into a query plan to ensure the robustness of this plan during the execution. When inserting these operators, the information concerning candidate physical algorithms for each operator along with their robustness ranges are incorporated into the corresponding operator.

At run-time, updated statistics are collected by the check-decide operators. If these statistics rely within the robustness range of the running operator, the execution continue without any modification. Otherwise, the current execution is interrupted and a modifi-
Decisions for plan modifications are made by the check-decide operators (Cf. Figure modif). The latter can react in an autonomous manner on the basis of information gathered at compile-time. This avoids re-invoking the optimizer to re-optimize the rest of the query plan during the execution, and thus dodges the overhead resulting from re-calling the optimizer multiple times.

### 0.4 Experiments

In this section, we present our experimental framework and the results of the performance evaluation of our method. We compare the performance obtained by our method, denoted HRQP, with those obtained by the methods in \cite{10} and \cite{16}. The method proposed in \cite{10}, denoted DRO, relies on the single-point based optimization approach. The method in \cite{16}, denoted RIO, uses the multipoint based optimization approach. We study the behaviour of each of these methods by varying the error in the estimates of the intermediate relation.
sizes as well as the uncertainty level. This latter may be high, medium, or low.

We conducted our experiments using a simulation model that we describe below.

### 0.4.1 Simulation Model

To carry out our experiments, we used a query builder and a simulator. The query builder generates a series of 100 queries and selects relations whose sizes are considered subject to estimation errors.

The simulator includes the proposed method and a database catalog: the simulated method consists mainly of two modules: 1) a query optimizer, and 2) a query executor.

The database catalog includes information about the query processing environment (e.g., CPU performance, available memory amount) as well as information describing data (e.g., number of tuples in relations, cardinality of attributes). The main simulation parameters are summarized in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer size</td>
<td>400 MB</td>
</tr>
<tr>
<td>CPU performance</td>
<td>100 000 MIPS</td>
</tr>
<tr>
<td>Disk bandwidth</td>
<td>100 MB/s</td>
</tr>
<tr>
<td>Average disk latency</td>
<td>20 ms</td>
</tr>
<tr>
<td>Size of a page on disk</td>
<td>4 KB</td>
</tr>
<tr>
<td>Size of a record</td>
<td>1 - 3 KB</td>
</tr>
<tr>
<td>Size of a relation</td>
<td>100 - 1000 MB</td>
</tr>
<tr>
<td>Size of an attribute</td>
<td>10 - 500 Bytes</td>
</tr>
</tbody>
</table>

For all experiments, we considered that the cost-increase threshold for the robustness condition is 20%. This choice is motivated by the works of [16] and [17]. Recall that we used the method proposed in [22] to calculate intervals of estimates. Note that the higher is the uncertainty, the larger are the intervals. Intervals of estimates are used by HRQP.
and RIO to generate robust execution plans for input queries. As for DRO, it makes use of specific estimates to choose the presumed least costly among candidate execution plans. In the next subsections, we present the results of our experiments.

0.4.2 Experimental Results

We seek through our experiments to visualize the impact of the risk threshold, the errors in the estimated sizes of operand-relations, and the uncertainty level on the quality of query processing.

0.4.2.1 Impact of risk threshold on execution times of our method

The first experiment consists in studying the impact of the user-defined risk threshold, denoted RT, on the performance of our method. Figure 4 shows the median value of the execution times of queries for different settings of the risk-threshold. Each of the curves in Figure 4 plots the variation of execution times with respect to errors on the operand-relations sizes, for a fixed value of the risk-threshold.

![Figure 6: Impact of risk threshold on execution times](image)

Given the result shown in Figure 4, we observe that extreme values of the risk threshold
can induce poor performance. This is because low values of the risk threshold (e.g., RT=10%) leads to the insertion of many check-decide operators. This may be beneficial when the error is important. However, checking the robustness and comparing statistics observed with those expected at many points in an execution plan can cause additional overhead if the error is low. Conversely, using higher values of the risk threshold (e.g., RT=85%) leads to the insertion of only few check-decide operators. Consequently, some robustness violations can not be detected and corrected. This induces poor performance when the error is important.

Figure 4 gives us a way to visualize the various performance that can be achieved by picking a particular risk threshold. A second observation suggested by Figure 4 is that moderate settings of the risk threshold are better than extremely high or low settings at producing acceptable execution times. Our experiments show that the best median execution time occurs when the confidence threshold is 60%. For this reason, the risk threshold is held constant at 60% in the remainder of our experiments.

0.4.2.2 Impact of estimation errors on execution times of methods

This experiment consists in evaluating the impact of estimation errors on the execution times of methods. Figure 5 illustrates the variation of execution times of plans produced by DRO, RIO and HRQP with respect to error on temporary relation sizes. Figure 5 also shows the execution times of the best plans.

The execution time by a method is calculated as the median of the execution times of all queries in the series by this method. We decided to use the median rather than the average value because extreme execution times can sharply draw up/down the average value and thus give a vision that is not representative of the majority of values. The error represented on the x-axis is calculated as the quotient resulting from the division of the actual size of a temporary relation by the size estimated at compile-time [16]. We apply the same error to each temporary relation in the plans of experimental queries. A positive error indicates an underestimation while a negative error indicates an overestimation of
the value observed at run-time compared to that estimated at compile-time.

![Graph](image)

**Fig. 5.** Variation of execution times with respect to errors on temporary relation sizes

In Figure 5, we observe that DRO provides performance that are close to the best performance when the error is very low. However, when the error becomes significant (i.e., greater than 2), there is a significant increase in the execution costs of plans produces by DRO. Indeed, DRO generates execution plans whose costs are optimal for specific values of the temporary relations sizes. At run-time, if the observed values do not match those expected, the query optimizer is re-invoked to correct the resulting sub-optimalities. During re-optimization, the optimizer uses new specific values and produces the best plan for the rest of the given query. These values may be further erroneous leading to new plan re-optimizations. This can happen several times during processing a query. Consequently, it induces an additional cost.
As re-optimization is a costly operation, RIO seeks to reduce the need to re-optimize. It produces execution plans that are able to generate robust performance for different values of temporary relations sizes. These plans are identified over intervals of estimates calculated around the single-estimated sizes of these relations. Figure 5 shows that RIO has lower execution times than DRO. We also notice in Figure 5 that the lower is the uncertainty, the more are close the execution times by RIO and HRQP. Indeed, when the used intervals are narrow, it’s feasible for RIO and HRQP to find a single robust plan over this interval. RIO and HRQP perform similarly and produce close performance. However, execution times by RIO are greater than those by HRQP when the uncertainty becomes important. Indeed, it becomes difficult to find a single robust plan over intervals. In this case, RIO seeks to identify a set of plans, said switchable plans [16]. The suitable plan is then chosen at run-time. The difference between execution times by RIO compared to HRQP is due to the fact that when RIO fails to generate a set of switchable plans, it behaves like the method in [20]. It considers specific estimates of statistics and chooses an optimal plan. During the execution, it tracks actual statistics by means of check operators inserted into the plan at compile-time. A re-optimization of the rest of the plan is triggered when the plan is no longer optimal. As with DRO, the method in [20] can result in suboptimal performance due to multiple plan re-optimizations.

Unlike RIO, HRQP always relies on multipoint estimates of statistics. When there is not a single robust plan over an interval, HRQP divides this interval into sub-intervals and generates a set of plans, each of them is robust within a sub-interval. Then, HRQP selects the plan with the highest probability to avoid a robustness violation to start the execution. At run-time, HRQP monitors the execution by means of check-decide operators inserted into this plan at compile-time. If a robustness violation is detected, these operators are able to react based on the information gathered at compile-time. A new robust plan is chosen for the rest of the plan without a need to recall the optimizer. This concept along with robustness sub-interval substantially reduce the run-time of queries that were optimized using single erroneous estimates.
0.4.2.3 Impact of estimation errors on the consistency of methods

The consistency of a method denotes its ability to cope with changes in the run-time conditions compared with those expected at compile-time. A method has a high consistency if its performance does not deteriorate significantly in the presence of estimation errors. Note that the consistency is inversely proportional to the variance \[24\]. In order to measure the variance of DRO, RIO and HRQP, we compute the variance of the performances of each method and compare it with the variance of optimal performances. A high variance indicates a significant dispersion of execution times. For this experiment, we use the same queries as before. The experimental results are illustrated in Figure 6.

![Figure 6. Variance of execution times with respect to errors on temporary relation sizes](image)

Figure 6 confirms that HRQP provides more stable performance compared with DRO and RIO. This figure shows that the variances of RIO and HRQP are close when the uncertainty is low. However, the greater is the uncertainty, the greater is the gap between their variances.

0.5 Related Work

The problem of performance penalty in query processing caused by estimation errors has been the subject of several researches. In this section, we compare our work with existing methods, the most related being \[10, 16, 17, 19, 20, 25, 26\]. Like in this document, these methods use intervals of estimates to generate appropriate execution plans. Nevertheless, our work differs from these methods on several aspects.
In the initial optimization phase in Rio [16], the uncertainty of a parameter is modelled by an interval of estimates around a single-point estimate of this parameter. If the plan chosen by the optimizer at the lower and the upper bounds of the interval is the same as that chosen at the single-point estimate, then this plan is resumed robust over the whole interval. This definition of robustness is still unjustified. In our method, the robustness of a plan over an interval of estimates is checked at multiple points in this interval. These points are determined using the principle of the secant method, which provides precise results with reduced complexity. Moreover, Rio [16] assumes that at least one of the input-join relations is a base relation. Contrary to this, our method can be applied to the general case where the sizes of both join-input relations are modelled by intervals of estimates.

The use of intervals may appear similar to the principle of parametric optimization [17, 19, 25, 26]. In this optimization approach, execution plans for a query are enumerated at compile-time such that each plan is optimal for a range of possible parameter values. The complexity of these methods lies in the large number of plans to be generated, stored, loaded, and compared at run-time. We reduce this complexity by seeking for robustness rather than conditional optimality. Accepting a minor increase in plan costs compared to the optimal cost reduces the number of plan to be generated and compared without degrading performance. In addition, a parametric optimization is particularly interesting in the case of queries that are compiled once and executed many times with minor modifications of the parameters. Moreover, existing methods do not consider the collection of statistics during execution, the chosen plan is used to execute the query until termination. In our work, a plan initially chosen to execute a query can be modified if a robustness violation is detected during execution. This is carried out by means of extras-operators, inserted into a query plan at specific points. The use of such operators can remind the work of [10] and [20].

In [10] and [20], the authors introduced algorithms to detect plan suboptimalities during executions through check operators inserted into the plans at compile-time. As in our
work, these operators collect statistics at run-time to check whether a correction of the rest of the plan is necessary. Unlike these methods, which use heuristics to determine the points where to collect statistics, we propose to collect statistics only at the points in the plan where the uncertainty level is considered high. This level is determined based on a user-defined parameter. This parameter allows a trade-off between performance and uncertainty in used estimates. At run-time, if a suboptimality is observed, [10] and [20] suggested to recall the optimizer to re-optimize the rest of the plan. This operation can be very costly if performed several times during an execution. In our method, it is no longer up to the optimizer to make plan changes. These are the check-decide operators who decide on the modifications of the rest of the plan. Decisions are prepared at compile-time and evaluated at run-time.

In [10], the uncertainty in estimates is ignored at compile-time. The optimizer uses specific values of the cost model parameters to choose a query execution plan. In [20], the authors extended the method in [10]. They introduced the use of what they called validity ranges. The use of validity ranges may seem similar to our work. There is, however, one major difference. In [20], an optimal plan is initially produced using traditional optimizer. Then, one or more extras-operators are added to this plan. Each operator has a condition that indicates the cardinality bounds, called Validity ranges, within which the plan is valid. The objective in [20] is to reduce the need of re-optimizations, but not to ensure robustness. Our objective is to produce execution plans that are robust for different execution conditions rather than plans providing optimal performance in particular execution conditions.

0.6 Conclusion and Future Work

This document presented a query processing method that is able to produce robust execution plans, detect and correct a robustness violation during the execution. In our work, a plan is said robust if it generates acceptable and stable performances in the presence of
estimation errors. Our method uses what we called check-decide operators to detect and correct a robustness violation at run-time. These operators are inserted into a plan at points where there is a high uncertainty level. If necessary, these operators make decisions for plan modifications without a need to recall the optimizer. The performance evaluation shows that our method provides more stable performance, especially in the presence of large estimation errors and thus improves the robustness of query processing, compared to the main existing methods.

The proposed method focuses on the errors in estimated sizes of temporary relations produced at intermediates stages in a plan. As future work, it would be interesting to extend our method to deal with more error-prone parameters. Another area for future work would be to extend our method, which actually performs in a uniprocessor environment, into a parallel environment and to study the impact of the parallelism degree choices over the robustness of query processing.

0.7 APPENDIX

0.7.1 A

Let R and S be two random variables following an uniform probability distribution over the respective intervals $I_1 = [a, c]$ and $I_2 = [b, d]$. We try to calculate the probability that R is less than S, denoted $P(R \leq S)$. We calculate this probability in the different possible cases:

1. Case 1: $b \in [a, c]$ et $d > c$ :

   \[ P(R \leq S) = P((a \leq R \leq b \cup c \leq S \leq d) \cup (b \leq R \leq c \cap R \leq S \leq c)) \]

   To carry out this calculation, we use the following probability distribution:  
   \[ \text{let } A \text{ and } B \text{ be two events, } P(A \cup B) = P(A) + P(B) - P(A \cap B) \]
   \[ \text{if } A \text{ and } B \text{ are independent from each other, then } P(A \cap B) = P(A) \times P(B) \]
if $A$ and $B$ are two incompatible events, then $P(A \cap B) = 0$

We apply this rule to our case, that is $A : (a \leq R \leq b \cup c \leq S \leq d)$ and $B : (b \leq R \leq c \cap R \leq S \leq c)$. $A$ and $B$ are incompatible, we obtain:

$P(R \leq S) = P(a \leq R \leq b \cup c \leq S \leq d) + P(b \leq R \leq c \cap R \leq S \leq c)$

Suppose now that $A : (a \leq R \leq b)$, and $B : (c \leq S \leq d)$.

$A$ and $B$ are independent, we obtain:

$P(R \leq S) = P(a \leq R \leq b) + P(c \leq S \leq d) - P(a \leq R \leq b) \times P(c \leq S \leq d) + P(b \leq R \leq c \cap R \leq S \leq c)$

In probability theory, the probability that a random variable $X$ is in an interval $[a, b]$ can be calculated using the probability density function associated with this variable. A probability density, denoted $f$, is a function which allows to represent a probability law in the form of integrals. We say that a function $f$ is a probability density of a random variable $X$ if:

$$\forall \, x, \; P(X \leq x) = \int_{-\infty}^{x} f(t)dt$$

The probability $P(a \leq X \leq b)$ is calculated as following:

$$P(a \leq X \leq b) = \int_{a}^{b} f(t)dt \; \forall \, a < b$$

The density of probability $f$ is defined as:

$$f(t) = \begin{cases} 
\frac{1}{b - a} & \text{if } a \leq t \leq b \\
0 & \text{otherwise}
\end{cases}$$

Let us return to our example. Suppose that there is a density function on the variable $R$ within $I_1$, denoted $f_R$ and a density function over the variable $S$ within $I_2$, denoted $f_S$.
• \( P(a \leq R \leq b) = \int_a^b f_R(t) \, dt = \int_a^b \frac{1}{c-a} \, dt = \frac{1}{c-a} \times [t]_a^b = \frac{b-a}{c-a} \)

• \( P(c \leq S \leq d) = \int_c^d f_S(t) \, dt = \int_c^d \frac{1}{d-b} \, dt = \frac{1}{d-b} \times [t]_c^d = \frac{d-c}{d-b} \)

We now compute \( P(b \leq R \leq c \cap R \leq S \leq c) \):

• \( P(b \leq R \leq c \cap R \leq S \leq c) = P(R \leq S, b \leq R \leq c, b \leq S \leq c) \)

\[ = \int_b^c P(R=t, S\geq t) \, dt = \int_b^c \frac{1}{c-a} \times \frac{c-t}{c-b} \, dt \]

\[ = \frac{1}{(c-a)(c-b)} \times \left[ \frac{-(c-t)^2}{2} \right]_b^c = \frac{c-b}{2(c-a)} \]

\[ \Rightarrow P(R \leq S) = \frac{b-a}{c-a} + \frac{d-c}{d-b} + \frac{c-b}{2(c-a)} \]

2. Case 2: \( a \in [b, d] \) et \( c > d \):

\( P(R \leq S) = P(R \leq S, a \leq R \leq d, a \leq S \leq d) \)

\[ = \int_a^d P(R=t, S\geq t) \, dt = \int_a^d \frac{1}{c-a} \times \frac{d-t}{d-a} \, dt \]

\[ = \frac{1}{(c-a)(d-a)} \times \left[ \frac{-(d-t)^2}{2} \right]_a^d = \frac{d-a}{2(c-a)} \]

\[ \Rightarrow P(R \leq S) = \frac{d-a}{2(c-a)} \]

3. Case 3: \( [a, c] = [b, d] \):

\( P(R \leq S) = \int_a^c P(R=t, S\geq t) \, dt = \int_a^c \frac{1}{c-a} \times \frac{c-t}{c-b} \, dt \)

\[ = \frac{1}{(c-a)^2} \times \left[ \frac{-(c-t)^2}{2} \right]_a^c = \frac{(c-a)^2}{2(c-a)^2} = \frac{1}{2} \]

\[ \Rightarrow P(R \leq S) = \frac{1}{2} \]

4. Case 4: \( [a, c] \subset [b, d] \):

\( P(R \leq S) = P([c \leq S \leq d] \cup (a \leq R \leq c \cap R \leq S \leq c) \)

\[ = P(c \leq S \leq d) + P(a \leq R \leq c \cap R \leq S \leq c) \)
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\[ P(c \leq S \leq d) = \int_c^d f_S(t)dt = \int_c^d \frac{1}{d-b}dt = \frac{1}{d-b} \times [t]^d_c = \frac{d-c}{d-b} \]

\[ P(a \leq R \leq c \cap R \leq S \leq c) = P(R \leq S, a \leq R \leq c, a \leq S \leq c) \]
\[ = \int_a^c P(R=t, S=t)dt = \int_a^c \frac{1}{c-a} \times \frac{c-t}{c-a}dt \]
\[ = \frac{1}{(c-a)^2} \times \left[ \frac{-(c-t)^2}{2} \right]^c_a = \frac{(c-a)^2}{2(c-a)^2} \]
\[ = \frac{1}{2} \]

\[ \Rightarrow P(R \leq S) = \frac{d-c}{d-b} + \frac{1}{2} \]

5. **Case 5:** \([b, d] \subset [a, c] :\)

\[ P(R \leq S) = P[(a \leq R \leq b) \cup (b \leq R \leq d \cap R \leq S \leq d) \]
\[ = P(a \leq R \leq b) + P(b \leq R \leq d \cap R \leq S \leq d) \]
\[ \Rightarrow P(R \leq S) = \int_a^b P(R=t, S=t)dt = \int_a^b \frac{1}{c-a}dt = \frac{1}{c-a} \times [t]^b_a = \frac{b-a}{c-a} \]
\[ P(b \leq R \leq d \cap R \leq S \leq d) = P(R \leq S, b \leq R \leq d, b \leq S \leq d) \]
\[ = \int_b^d P(R=t, S=t)dt = \int_b^d \frac{1}{c-a} \times \frac{d-t}{d-b}dt \]
\[ = \frac{1}{(c-a)(d-b)} \times \left[ \frac{-(d-t)^2}{2} \right]^d_b = \frac{(d-b)^2}{2(c-a)(d-b)} \]
\[ = \frac{d-b}{2(c-a)} \]

\[ \Rightarrow P(R \leq S) = \frac{b-a}{c-a} + \frac{d-b}{2(c-a)} \]
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