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Figure 1: a) General setting of smartphone-based Overview+Detail interface on a 3D Public Display. We used two mid-air 

navigation techniques in a public installation to explore a 3D telescope visualization: b) Mid-Air Phone and c) Mid-Air Hand. 

ABSTRACT 

As public displays integrate 3D content, Overview+Detail 

(O+D) interfaces on mobile devices will allow for a 

personal 3D exploration of the public display. In this paper 

we study the properties of mobile-based interaction with 

O+D interfaces on 3D public displays. We evaluate three 

types of existing interaction techniques for the 3D 

translation of the Detail view: touchscreen input, mid-air 

movement of the mobile device (Mid-Air Phone) and mid-

air movement of the hand around the device (Mid-Air 

Hand). In a first experiment, we compare the performance 

and user preference of these three types of techniques with 

previous training. In a second experiment, we study how 

well the two mid-air techniques perform with no training or 

human help to imitate usual conditions in public context. 

Results reveal that Mid-Air Phone and Hand perform best 

with training. However, without training or human help 

Mid-Air Phone is more intuitive and performs better on the 

first trial. Interestingly, on both experiments users preferred 

Mid-Air Hand. We conclude with a discussion on the use of 

mobile devices to interact with public O+D interfaces. 
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INTRODUCTION 

Public displays allow pedestrians to interact with 2D 

content such as city maps or tourism information [29]. In 

this context, existing systems have used smartphones as 

personal views (Detail) of the public display (Overview), 

leveraging multi-user access to one display [12]. 

Visualisation of 3D content on public displays is emerging 

to visualize scientific 3D data [37]; to explore culture 

heritage 3D scanned objects [1]; to teach history through 

virtual tours of 3D reconstructed historical sites [1]; to play 

public 3D games [42] or to navigate a city 3D map [44].  

Most of these examples already include the use of a 

personal device to interact with the 3D content (to orient 

and position a slice plane [37] or to navigate in the 3D 

environment [44]) but few consider how to apply the 

Overview and Detail (O+D) paradigm using the 

smartphone. Using the O+D on mobile devices will provide 

the user with the ability to privately visualize details of the 

3D environment while still taking advantage of the mobile 

device input to interact with the 3D content. However, the 

public context imposes certain constraints in terms of user’s 

profiles (mainly beginners) and appropriate interaction 

techniques (which need to be easy to understand and 

perform). 

In this paper we focus on the translation task, i.e. how to 

move the Detail view (displayed on the smartphone) on a 

3D environment, the Overview (displayed on the public 

display). We report on the evaluation of three interaction 

techniques for controlling the translation of the Detail view: 

mid-air hand gestures around the mobile device like [27], 

mid-air movements of the mobile device itself and classical 

touchscreen pad. We performed two experiments. The first 

one is a controlled experiment with training: its goal is to 
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evaluate the three techniques in terms of performance, 

usability and user preference. The second experiment aims 

at studying the difficulty of performing the two mid-air 

gesture-based techniques in a situation imitating a public 

space, i.e. without the experimenter help or training.  

Our contributions include: 1) An elicitation of the design 

space for mobile 3D O+D, 2) a controlled evaluation of 

three techniques for the 3D translation of the Detail view 

and 3) an evaluation of the difficulty to perform the mid-air 

techniques with no human help or training. We also report 

about an exhibition in public context for several days. 

RELATED WORK 

Our research is inspired by previous works on using mobile 

devices to visualize large datasets, to navigate 3D scenes 

and to interact with public displays. 

Large information space visualization on mobile phone 

To explore large information spaces such as web pages or 

maps, research on visualization proposes three solutions to 

separate focused and contextual views: Overview+Detail 

(spatial separation), Zooming (temporal separation) and 

Focus+Context (seamless focus in context) [12]. On 

desktop environments, previous research established that 

Overview+Detail (O+D) is worse than Zooming or 

Focus+Context (F+C) in terms of task completion time [4, 

12]. However, users usually prefer O+D because it helps 

them build a mental model of the explored information 

[31]. In addition, display size has less impact on O+D than 

Zooming or F+C [34]. 

Recent implementations of these types of interfaces 

involved mobile devices [10] to support information search 

on a webpage [35], a map [9] or a scatterplot [40]. Results 

are mixed: O+D is faster with off-screen objects and maps 

but slower with scatterplots. And yet, participants prefer 

O+D for navigation on webpages [35]. They also are better 

in spatial recall of targets when using O+D [9]. Still, none 

of these previous works explored the use of focused or 

contextual views for 3D content. 

Our goal is to explore interaction with a large screen 

providing the 3D contextual view and a mobile phone 

displaying the 3D focused view. F+C and Zooming 

interface are not in line with our setting because we have 

two separate views. Moreover, using F+C interface involve 

intentional distortion view such as fisheye or lens [12]. 

Using Zooming interface raises the risk of perturbing user’s 

position and losing the user in the 3D volume. O+D 

interface seems to be good alternative for our context. 

3D navigation with a mobile phone 

We focus our analysis on navigation techniques for 3D 

content [8] on smartphones and where the user controlled 

the navigation, i.e. active navigation. Existing solutions can 

be divided into three main types: using the touchscreen, 

moving the smartphone and interacting around the 

smartphone (around-device interaction). 

Touchscreen is the standard input on mobile 3D games, 

usually through a rate-based pad [39]. Research works 

explored touchscreen input with one [5, 13, 18] or two 

fingers [10, 39]. To reduce finger occlusion, Hachet et al. 

extended the mobile phone with a 3-DOF elastic controller 

attached to the device [17]. 

Using built-in sensors or adding new ones, researchers 

proposed different techniques based on moving the 

smartphone. Hurst et al. explored two different metaphors 

[22]: fixed world, where the 3D environment does not move 

in relation with the real world, and “shoebox”, where the 

3D environment is fixed to the smartphone. The idea of 

pointing with the smartphone as if it was a magic lens has 

been used for augmented reality applications [1, 32] or to 

interact with virtual volumetric data [38]. A less direct 

solution based on tilting gestures has been compared with 

touchscreen input to navigate a virtual reality panoramic 

[21]. Results show that the gesture-based technique 

performed twice as well as the touchscreen input in an 

orientation task and was preferred by 80% of the users. 

More recent works investigated around-device interaction 

as a novel approach to interact with 3D content [36, 26, 27]. 

PalmSpace is a mid-air gesture technique to rotate 3D 

objects on the mobile display [27]. Around-device gestures 

have also been used to navigate 2D multi-scale maps [26].  

In our research we compare these three different types of 

interactions in the context of 3D O+D public displays. 

Public Display and mobile phone 

To interact with public displays, researchers explored using 

multi-touch input [14] or mid-air gestures [43]. Another 

strategy inspired by the prevalence of mobile devices is the 

use of smartphones as remote controllers [28, 30]. For 

instance, touchscreen input is used to control a distant 

cursor [28], to select an item [7] or to pan and zoom [30]. 

Mid-air gesture with the phone has also been used for some 

of these tasks [6, 32].  

Few works explored interaction with 3D content on public 

displays. Smartphones have been used to reveal hidden 3D 

content on augmented posters [16]. In the context of large 

displays (not necessarily in public context), Song et al. 

investigated the use of multi-touch interaction and mid-air 

gestures to explore and annotate 3D data [37].  

An important aspect to consider on public displays is how 

to reveal the interaction technique to the user. This aspect 

has been barely addressed in the state of the art. Walter et 

al. [43] investigated different strategies to reveal mid-air 

gestures to interact with a public display. Their study 

indicates that users intuitively discover gestures by 

imitating or extending other user’s gestures. 

Our work is inspired by solutions using the mobile phone as 

the means to interact with public displays. For the task of 

interacting with a 3D O+D interface, existing interaction 

approaches need to be compared and evaluated. In 

particular, the public context imposes constraints on how to 



reveal and learn these interaction techniques. The goal of 

our work is to deepen existing research on using mobile 

phones to interact with 3D interfaces on public displays. 

INTERACTION TECHNIQUE DESIGN: APPROACH 

Among the considerations addressed in the literature, we 

focus on the main properties for mobile-based interaction 

with 3D Overview+Detail (O+D) interfaces. 

3D Tasks 

In our work we focus on the 3D navigation task and more 

precisely the travel subcategory defined by Bowman [8]. 

Generally the user controls 3 degrees of freedom (DOF) to 

translate the point of view and 3-DOF to rotate the point of 

view. Many metaphors have been explored to reduce these 

DOFs, such as the flying vehicle control metaphor or avatar 

metaphor [8]. In our work, we limit user control of the 

Detail view to a 3-DOF translation. This task is sufficient to 

explore public 3D content such as museum objects and it 

simplifies the task in a public setting, where interaction 

needs to be intuitive and straightforward.  

Types of interaction techniques 

Works presented in the literature report about different 

approaches to interact with 3D content. Among them using 

a touchscreen [18], moving the device [5] or around the 

device [27] have been implemented on mobile phone. We 

explore these three different approaches to control the 

position of the Detail view:  

 Mid-Air Hand (Figure 2–a): the position of 

smartphone serves as a spatial reference. The position 

of the hand in this referential is mapped to the virtual 

position of the Detail view. We constrain the 

movement of the hand to the area behind the mobile 

phone. A virtual button on the mobile screen 

(de)activates this navigation mode. 

 Mid-Air Phone (Figure 2–b): similar to [22], 

translations applied to the mobile phone translate the 

virtual position of the Detail view. As for Mid-Air 

Hand, a virtual button on the mobile display 

(de)activates this navigation mode. 

 Touchscreen (Figure 2–c): inspired by commercial 

mobile 3D games, we use two rate-based joysticks to 

control the virtual position of the Detail view. The left 

circular joystick controls the 2D translation along the X 

and Y axis. The right cylinder joystick controls the 1D 

translation along the Z axis. Both pads can be used at 

the same time to control the 3-DOF navigation. 

Mapping 

Two ways of mapping a gesture with a 3D translation are 

illustrated in the literature: direct or indirect [26, 38]. In the 

direct mapping, the absolute position or gesture offset (in 

mid-air) is directly mapped to a 3D position on the virtual 

environment. Both the Mid-air Phone and the Mid-air Hand 

techniques are based on direct mapping. In the indirect 

mapping, the gesture controls the velocity and direction of 

the camera movement in the virtual environment. The 

Touchscreen technique is based on indirect mapping. 

 

Figure 2: Three types of techniques: a) Mid-Air Hand, b) Mid-

Air Phone and c) Touchscreen. 

Mid-air gestures reference 

Another factor concerning mid-air gestures is whether these 

gestures relate to a reference position in the real world. We 

can divide gestures into absolute or relative. Absolute 

gestures are not linked to a particular position in the real 

world. For instance, the Mid-Air Phone is absolute: when 

the user presses the button the virtual camera moves 

according to the absolute displacement of the phone in the 

real world. Relative mid-air gestures are linked to a real-

world reference object. The Mid-Air Hand technique is 

relative as it uses the phone as a reference: the movements 

of the hand are linked to the position of the phone and 

limited in space around this reference. Previous work 

suggests that using a reference is useful for mid-air input 

without visual feedback [15] and for 3D interaction [20].  

O+D visualization 

To design the representational aspect of O+D interfaces, a 

set of parameters can be adjusted [10]: 1) the overlap of 

O+D views (usually not overlapping), 2) the relative size of 

both views (Overview is usually smaller than Detail view, 

as in PowerPoint or Google Maps), 3) the volume of space 

displayed by the Detail view, 4) the number of Detail views 

and 5) the feedback of the Detail view’s position in the 

Overview (typically a polygonal outline or a shaded area).  

In our work, we fixed these visual parameters in order to 

focus on input interaction. Thereby, the two views are non-

overlapping and are displayed on two different displays: the 

Overview on the Public Display and the Detail view on the 

smartphone. As opposed to usual O+D, the Detail view is 

smaller than the Overview. In public context, this setting 

allows a personal view and multi-user access to the public 

display. The Detail view displays the 3D environment with 

no depth limitation. In terms of feedback, a coloured 3D 

pyramid on the Overview indicates the position of the 

Detail view: one color is assigned to each user.  

Revealing message 

Another important factor on public displays is how to 

inform the user of the interaction to perform. This has 

already been explored for full-body interaction with a large 

public display [43]. Different types of feedback (text, icon, 

video…) were explored. In our work we designed textual 

and image-based revealing messages to assess the 

suitability of studied interactions to public context. 



3D environment: occlusion and orientation 

Previous work on the use of O+D interfaces mainly refers 

to large 2D information spaces. In a 3D environment, 

interaction with the Detail view can be difficult due to 

occlusion and orientation issues. 3D elements can occlude 

the target or the feedback of the Detail view in the 

Overview. Without feedback, it may be hard or almost 

impossible for the user to situate the Detail view position in 

the 3D environment. To study this factor, our first 

experiment includes two conditions: with and without 

occlusion objects.  

In next sections we report on two experiments to explore 

these properties. The first study evaluates the three types of 

gestures with previous training and with different 

occlusions. The second study evaluates the two mid-air 

techniques without training or indications from the 

experimenter. 

SYSTEM DEVELOPMENT 

In this section we describe the implementation of the 3D 

O+D environment and the three interaction techniques 

illustrated in Figure 2.  

3D environment 

Our implementation runs synced 3D content both on a 

mobile device and on a large display. We used a Samsung 

Galaxy S2 smartphone (6.6x12.5x0.8cm, 116 gr., 4.3” 

screen) running Android 4.1.2. The large display was a 24” 

monitor with a resolution of 1920x1080px. To implement 

all 3D content, we used a C++ open source engine based on 

OpenGL, Irrlicht [23]. The same C++ 3D code executed on 

the smartphone and on the large display: to run it on 

Android we compiled it with a JNI-based tool. The 3D 

scene on the smartphone ran at 20fps and the scene on the 

large display ran at 300fps. This difference of frequency 

was barely perceivable and no user commented on this.  

 

Figure 3. Tracker on hand and on smartphone (left) and user 

performing the Mid-Air Hand technique (right). 

Mid-air gestures tracking 

To prototype the mid-air gestures we used two Polhemus 

Patriot Wireless trackers (7x3x2.5cm, 79.4gr.) [33]. One 

tracker was attached to the back of the smartphone using 

Velcro touch fastener. For the Mid-Air Hand technique, the 

tracker was attached to the hand using a glove and Velcro 

(Figure 3). We consider in the discussion section 

envisioned solutions to implement the mid-air tracking. 

The trackers communicate wirelessly with a magnetic 

receptor, USB-connected to the computer running the 3D 

scene on the large display. The computer and the mobile 

phone communicated wireless through sockets using the 

IVY-bus library [24]. We filtered data using the 1€ filter 

[11]. The tracking system runs at a maximum frequency of 

50Hz. Overall, the latency was negligible and no user 

commented on this. 

EXPERIMENT 1: TRANSLATION OF THE DETAIL VIEW 

The goal of this experiment is to evaluate the comparative 

performance of the three techniques presented in the 

previous section for the 3D translation of the Detail view.  

Task and mapping 

We asked users to reach a target on a 3D scene using the 

Detail view. A sphere represented the target. Virtual walls 

limited the 3D scene to a cubic area. We divided the cube 

into a matrix of 2x9 equal smaller cubes. We placed the 

target in the center of one of the 18 small cubes (Figure 4-

left). The Detail view, displayed on the mobile screen, is 

initially situated on the front-center position (red cube in 

Figure 4-left). The Detail view does not show the entire 3D 

scene and so the user needs to look at the large display to 

find the target. 

  

Figure 4: The 3D environment was divided into 18 areas (left), 

and displayed with or without occlusion objects (center/right). 

The participant moves the Detail view until it is close 

enough to the target: on the Detail view, the target color 

changes to indicate the user reached it. We studied two 

occlusion conditions: with occlusion objects (10 spheres 

randomly distributed inside each of the 18 smaller areas) 

and without occlusion objects (Figure 4-center, right). We 

added a feedback on the target position: a ray attached to 

the target, parallel to the depth axis of the square area. 

Apparatus 

We used the apparatus described in the previous section. 

Participants  

We recruited 12 participants (3 female) aged 28.6 years on 

average (SD=5.2). Two of them had previously played 3D 

games on mobile phones and 10 of them had used mid-air 

interaction (Wiimote or Kinect). 

Design and procedure 

The experiment followed a 3x2 within-participant design, 

with Technique (Mid-Air Hand, Mid-Air Phone or 

Touchscreen pad) and Occlusion (True or False) as factors. 

Three blocks were run for each technique, the Techniques 

factor being counterbalanced by means of a 3X3 Latin 

Square. Trials in a block were grouped by the Occlusion 



factor, which was always ordered by increasing difficulty 

(first without Occlusion, then with Occlusion). Each block 

of trials required 18 selections per Occlusion factor. The 18 

targets were randomly ordered. Each subject performed 3 

techniques x 3 blocks x 2 occlusions x 18 targets = 324 

trials. On average, the experiment lasted 97 minutes, with 1 

min. 21 sec. of training for each Technique. The training 

period was performed before each technique and consisted 

of a minimum of 5 successful trials. 

Collected data 

We logged all tracking data as well as touch events from 

the touchscreen. We measured trial completion time from 

stimulus onset to target reached. Beside time, we collected 

user preference through a set of techniques: usability via the 

System Usability Scale questionnaire (SUS) [3] and 

attractiveness via the AttrakDiff questionnaire [19]. 

AttrakDiff [19] informs on the attractiveness of a technique 

according to three distinct dimensions: the pragmatic 

quality (PQ) indicates whether the user can achieve his 

goals; the hedonic quality (HQ) indicates to what extent the 

technique enhances the possibilities of the user; finally the 

attractiveness (ATT) gives an idea on how the user values 

each technique based on its quality and engagement. 

EXPERIMENT 1: RESULTS  

We collected 324 trials/user x 12 users = 3888 trials in total.  

Quantitative results 

Task completion times 

A Shapiro-Wilk test shows that task completion time data 

does not follow a normal distribution (           ). 

We did not find any data transformation that would allow 

us to use parametric tests. Our statistical analysis is thus 

based on non-parametric tests. Figure 5 (left) summarizes 

the task completion times for each technique with and 

without occlusion. Three different Wilcoxon tests reveal 

that the occlusion factor has a significant effect on task 

completion time for each interaction technique: +32.8% 

(+1.1s, p<0.01) for Mid-Air Hand, +33.6% (+1.21s, 

p<0.01) for Mid-Air Phone and +38.9% (+1.66s, p<0.01). 

As expected, the completion time is longer with occlusion.  

For the condition without occlusion, a Friedman test reveals 

a significant effect of the interaction technique on task 

completion times (χ
2
(2)=7.17, p=0.028). A post-hoc test 

using Wilcoxon with Bonferroni correction shows a 

significant difference between Mid-Air Hand and 

Touchscreen Pad (p=0.032). Without occlusion, only one 

direct mapping technique is significantly faster than the 

indirect mapping technique. For the condition with 

occlusion, a Friedman test reveals a significant effect of the 

interaction technique (χ
2
(2)=15.17, p<0.01). A post-hoc test 

using Wilcoxon with Bonferroni correction shows a 

significant difference between Mid-Air Hand and 

Touchscreen Pad (p<0.01) and between Mid-Air Phone and 

Touchscreen Pad (p=0.016).  

 

Figure 5: Task completion times (in s) for each technique 

according to the Occlusion factor (left) and learning effect for 

each technique (right). 

Learning effect 

Friedman tests reveal a significant effect of the block order 

on task completion time for each different interaction 

technique (Mid-Air Hand: χ
2
(2)=10.67, p<0.01; Mid-Air 

Phone: χ
2
(2)=8.17, p=0.017; Touchscreen: χ

2
(2)=18, 

p<0.01). A post-hoc test using Wilcoxon with Bonferroni 

correction showed a significant difference between the first 

and the last block for all techniques (Figure 5-right). This 

confirms a learning effect. Completion time improves 

22.5% for Mid-Air Hand (p=0.003), 20.0% for Mid-Air 

Phone (p=0.05) and 16.0% for Touchscreen (p<0.0001). 

Further studies are required to establish if a longer use of 

these techniques would increase the observed improvement 

as suggested in Figure 5 (right), especially for the Mid-Air 

Hand and Mid-Air Phone techniques. 

Qualitative results 

Three aspects have been considered in the qualitative 

evaluation: usability, attractiveness and user preference. 

Usability evaluation 

A SUS score was computed for each technique [3]: 81.04 

(SD=12.94) for the Mid-Air Hand, 77.50 (SD=18.59) for 

the Mid-Air Phone and 72.5 (SD=22.69) for the 

Touchscreen. A Friedman test did not reveal any significant 

effect of the interaction techniques on the SUS score 

(χ
2
(2)=0.13, p=0.94). According to [3] the usability of the 

three techniques can be rate as “good”.  

Attractiveness 

To measure the attractiveness of the three techniques we 

relied on the Attrakdiff method [19]. We summarize in 

Figure 6-a, the results of the Pragmatic Quality (PQ) and 

Hedonic Quality (HQ) dimensions. According to the 

Attrakdiff report, Mid-Air Hand is rated as “desired”. More 

precisely, with regards to PQ, the technique is very 

pragmatic and assists the user optimally. With regards to 

HQ the report establishes the technique is very hedonic: the 

user identifies with the technique, which motivates and 

stimulates him. On the other hand, Mid-Air Phone is rated 

as “task-oriented”. With regards to PQ and HQ dimensions, 

the Attrakdiff report concludes there is room for 

improvement in terms of usability and user’s stimulation. 

Finally the Touchscreen technique is rated as “neutral”: 



there is also room for improvement in terms of usability and 

stimulation.  

 

 

Figure 6: a) Portfolio generated using the AttrakDiff method, 

and b) user ranking of the three techniques. 

In addition the overall user’s impression of Mid-Air Hand 

and Mid-Air Phone is that they are very attractive 

(Attractiveness ATT> 1). For Touchscreen the overall 

impression is moderately attractive (ATT = 0.5). 

User preference 

We asked participants to rank the three techniques in order 

of preference. 7 participants rated Mid-Air Hand as the 

preferred technique, 4 the Mid-Air Phone and 1 the 

Touchscreen pad. 7 participants ranked Touchscreen pad in 

last position. For the statistical analysis, we marked the 

most preferred technique with one and the least preferred 

technique with three. A Friedman test did not reveal any 

significant effect on the mark representing the user 

preference on interaction technique (χ
2
(2)=5.17, p=0.075). 

Finally the most frequently mentioned positive comments 

refer to an accurate, funny and intuitive technique for Mid-

Air Hand (P1, P3); an intuitive and easy to use technique 

for Mid-Air Phone (P3, P5); and a familiar technique for 

Touchscreen (P6, P12). The most frequently mentioned 

negative comments relate to the weight of the smartphone 

and the fatigue for Mid-Air Hand and Phone (P1); the lack 

of accuracy with distant targets and the loss of reference 

with quick movement for Mid-Air Phone (P3, P10); and the 

lack of accuracy, the two-handed aspect and the difficulty 

to combine movements in 3-DOF for Touchscreen (P6, P5).  

Summary 

Our study reveals that techniques based on direct mapping 

(Mid-Air Hand and Phone) are better than those based on 

indirect mapping (Touchscreen) for controlling the 3D 

translation of a Detail view. The study also reveals Mid-Air 

Hand scores better in terms of attractiveness and user 

preference, although there is no significant difference 

concerning SUS score. An interesting result of our study is 

that Touchscreen, i.e. the most common technique, is the 

worst in terms of performance, of perceived attractiveness 

and of user preference. These results are very encouraging 

and lead us to further explore the two mid-air techniques in 

a second experiment: the goal is to better investigate their 

use in the context of interaction with a public display.  

EXPERIMENT 2: UNCOVERING THE GESTURES 

The goal of this second experiment is to evaluate the 

difficulty of performing the two mid-air techniques in usual 

public context, i.e. without training and without human 

explanation. We thus study the impact of revealing 

strategies. 

Task and apparatus 

The task is the same as in the previous experiment: reach a 

target in a 3D space. We decided to display the 3D space 

without occlusion objects. 

The apparatus is the same than in previous experiment: one 

sensor was attached to the smartphone while the other was 

attached to the hand. 

Revealing strategies 

Inspired by [43], we explore different revealing strategies. 

In the context of smartphone-based interaction with a public 

display, we focus on personal feedback on the smartphone. 

We study two different strategies to reveal the mid-air 

gestures: image (Figure 2) or a text explaining the gesture 

to perform. The text to explain the Mid-Air Hand was: “To 

move the view in the 3D scene, move your right hand in 

mid-air behind the smartphone while pressing the on-screen 

button”. The text to explain the Mid-Air Phone was: “To 

move the view in the 3D scene, move the smartphone in 

mid-air while pressing the on-screen button”. 

Participants 

We recruited 24 participants (4 females) from the local 

university, aged 27.54 years on average (SD=5.44). 8 of 

them had experience with 3D on mobile devices and 22 

with mid-air gestures (Wiimote or Kinect). None of them 

participated in the previous experiment and we ensured they 

had not heard of it. 

Design 

To evaluate the different revealing strategies, our 

experiment followed a 2x2 between-participants design 

with Technique (Mid-Air Hand or Mid-Air Phone) and 

Revealing strategy (Text or Image) as factors. Every 

participant performed the two Techniques using one of the 

two Revealing strategies only. We counterbalanced the 

order of the Technique factor across participants: half of the 

participants started with one technique and half with the 

other. For every technique, each participant performed 8 

selections on randomly selected targets (all at the same 

distance from the initial position).  

Procedure 

We decided to conduct a controlled experiment in order to 

exclude the imitation effect of public context [43], i.e. to 

reveal the gestures to future participants. Moreover the 

apparatus implied that participants could not perform the 

tasks with their own mobile device, excluding a large field 

study in a public space.  

The study was performed in the presence of the interviewer. 

Participants were equipped with the sensors and explained 

the task (reach a target) without describing the interaction 



techniques. We informed them of the contextual revealing 

message (text or image) that would describe the technique. 

Participants watched the revealing message and then 

performed the task eight times for each technique. In case 

the participant took more than 2 minutes to understand the 

technique (i.e. perform the first trial), we ended the 

technique’s block and marked it as a failure. This time (120 

s) has been identified as the maximum time a user will try 

to perform an interaction in public spaces [43]. 

To diminish the influence of the sensor on the hand (that 

could partially reveal the nature of the Mid-Air Hand 

gesture), both sensors were attached during all the 

experiment. We did not inform users of what these sensors 

were used for.  

Collected data 

We logged all tracking data and measured time to complete 

the task from stimulus onset (including the time to read the 

help message). We measured user preference and perceived 

difficulty using a 5-points Likert scale. 

EXPERIMENT 2 : RESULTS 

Some participants failed to use some techniques since they 

were unable to understand the gesture. We first report on 

success rate and on data collected before analyzing 

quantitative and qualitative results.  

Success rate and data collected 

Among the 24 participants, 2 of them (8.3%) did not 

understand the Mid-Air Hand gesture and 1 (4.15%) the 

Mid-Air Phone gesture. These 3 participants were unable to 

understand in less than 2 minutes the technique, which was 

the first one to be used in the experiment. The Revealing 

strategy of these three failed conditions was 1 Text and 1 

Image for the two Mid-Air Hand failures, and 1 Image for 

the Mid-Air Phone failure. Once these participants failed to 

perform the technique (always the first one), we asked them 

to perform the second technique while still providing the 

same revealing message: they all succeeded. 

Consequently we collected a different number of trials for 

these three participants than for the others. For the 3 

participants that failed to perform one technique we 

collected 8 trials (1 technique x 1 revealing strategy x 8 

repetitions) x 3 users = 24 trials. For the 21 other 

participants, we collected 16 trials (2 techniques x 1 

revealing strategy x 8 repetitions) x 21 users = 336 trials. In 

total we collected 360 trials. 

Quantitative results 

Task completion time 

A Shapiro-Wilk test shows that the task completion time 

data do not follow a normal distribution (           ). 

None of the data transformations we tried allowed us to use 

parametric tests. The statistical analysis is thus based on 

non-parametric tests. We first compare for each technique 

the task completion time between trials when the technique 

was performed first or second. A Mann-Whitney test 

indicates that the order of techniques does not have a 

significant effect on task completion time (Z=6.62, 

p=0.2755 for Mid-Air Hand used first and Z=6.0, p=0.7956 

for Mid-Air Phone used first). Thus we use all collected 

trials (including the 3 participants that failed one technique) 

for our analysis. 

A Mann-Whitney test reveals the overall difference 

between the two techniques is not statistically significant 

(Z=9.0, p=0.38). The average task completion time for 

Mid-Air Hand is                   and for Mid-Air 

Phone                 ). We refine this analysis to 

distinguish the results obtained for each of the 8 trials 

performed by participants (Figure 7). For the first trial a 

Mann-Whitney test reveals a significant difference between 

the two techniques (Z=4.73, p=0.04), Mid-Air Hand being 

slower (               ) than Mid-Air Phone 

(               ). But for the other seven trials the 

difference is not significant (Figure 7). We note that the 

results obtained for these seven trials match the measures 

observed during the training session of experiment 1 (on 

average 81 second for five successfully repeated trials). 

 

Figure 7: Task Completion Time (in s) for the 8 trials 

Effect of the revealing strategies  

A Mann-Whitney test reveals there is no significant effect 

of the revealing strategy factor (Z=4.71, p=0.35 for Mid-Air 

Hand and Z=5.08, p=0.50 for Mid-Air Phone).  

Qualitative results 

Both techniques get similar results in terms of perceived 

difficulty: 58% of participants find the Mid-Air Hand easy 

to use (“agree” or “strongly agree”) vs. 63% for Mid-Air 

Phone. A Mann-Witney’s test shows that there is no 

significant effect of the technique on the perceived 

difficulty expressed on the 5-Likert scale question (Z=-

0.13, p=0.90). Interestingly, user preference produces 

different results for both techniques: 71% of participants 

like the Mid-Air Hand (“agree” or “strongly agree”) 

whereas only 46% like the Mid-Air Phone technique 

(Figure 8). A Mann-Witney’s test shows a significant effect 

of the technique on the overall user’s rating expressed on 

the 5-Likert scale question (Z=2.23, p=0.026). This last 

result permits to reinforce the trend highlighted in the 

experiment 1 with regards to the hypothesis H3: user 

prefers interacting with Mid-Air Hand than with Mid-Air 

Phone. 



 

Figure 8: Likert scale results on the user preference for the 

two interaction techniques 

Summary 

Overall, results confirm that mid-air gestures can 

effectively be used to interact with O+D interface on 3D 

public display: 91.7% of participants have successfully used 

the Mid-Air Hand technique and 95.8% the Mid-Air Phone 

without any training or human explanation. These 

percentages would probably rise in a public context since 

users would be able to imitate other participants as 

observed in [43], thus enhancing the overall understanding 

of the gesture to perform. 

A surprising outcome of our study is that the Mid-Air Hand 

gesture is more difficult to understand and to perform at 

first than the Mid-Air Phone. Not only the success rate is 

higher for the Mid-Air Phone, but it also allows a faster 

interaction during the first trial. However, our results also 

reveal that after the first trial, both techniques are 

comparable in terms of task completion time. Interestingly 

our study shows that despite the initial difficulty, 

participants preferred the Mid-Air Hand technique. 

DISCUSSION  

Based on the results of our two experiments we draw a set 

of design guidelines for smartphone-based interaction with 

Overview+Detail (O+D) interfaces on 3D public displays. 

Gesture type and spatial mapping 

One of the main findings of our experiments is that mid-air 

gestures are more efficient and preferred than touchscreen 

input for 3D interaction. Previous works on mid-air 

interaction with 2D content showed mixed results: some 

found mid-air interaction to perform as well as touchscreen 

[26], while others found touchscreen input to perform better 

[30]. Our results indicate that mid-air interaction is the best 

solution for interacting with 3D content. This result can be 

explained by the straightforward mapping between the 

gestures and the 3D translation.  

Mid-air gestures reference 

Our study establishes that with some training relative 

gestures (Mid-Air Hand) are as efficient and more preferred 

than absolute gestures (Mid-Air Phone). This result is in 

line with previous work on the use of spatial references for 

gestures [15,20]. One drawback is that the length of user’s 

arms limits the Mid-Air Hand interaction. To overcome this 

limitation, the physical space behind the smartphone could 

be split into two areas: hand movements in the closest area 

would drive a position control interaction while movements 

in the furthest area would drive a rate-based control 

interaction, as explored in [41]. 

Gestures according to expertise 

Our study also highlights that Mid-Air Hand performance 

depends on the user’s expertise. To understand the gesture 

and perform it correctly, a novice user with only a text or an 

image as instructions is facing more difficulties than with 

the Mid-Air Phone (Figure 7). However, after the first trial 

users’ performances are similar. The novelty of the Mid-Air 

Hand interaction, which is still far from being established, 

can explain this result.  

Gesture information 

A direct implication of the previous finding is that 

designers of 3D public applications should pay attention to 

the message used to reveal the interaction. Based on the 

experiments reported in [43] on 2D public displays and 

gestures, our second experiment compared the use of text 

and image revealing messages. As opposed to [43], we did 

not observe any significant differences. Given the unusual 

interaction, a more concrete instruction (e.g. video based or 

a combination of image and text) might be more 

appropriate. These results motivate us to keep investigating 

in the future the use of other revealing messages to explain 

how to physically operate a 3D mid-air input interaction. 

Differences between our study and public context 

Our second experiment was a controlled study representing 

a worst-case scenario. This experiment consisted in asking 

a user to perform a gesture never seen before. In a public 

place like a museum, the visitor is not alone and chances 

are s/he will observe others interacting with the system. The 

user will then benefit from an imitation effect [43] and the 

Mid-Air Hand performance will probably enhance.  

To validate the interest of mid-air gestures for interacting 

with 3D O+D interfaces, we have employed the two mid-air 

techniques (Mid-Air Hand and Mid-Air Phone) in a 

concrete case study (Figure 1-b, c). The 3D scene, projected 

on a public display in the local university hall, represents a 

large telescope. The goal is to explore the different parts of 

the telescope and understand how it works. During two 

days, a large and varied audience (approx. 100 visitors 

composed of students, teachers and external public) 

virtually explored the dome of the telescope. This in-situ 

evaluation enriched the feedback from our experiments and 

permitted us to identify some limitations about the 

techniques. 

Limitations  

The addition of a sensor on the mobile phone and the hand 

makes them slightly heavier. As a result, several 

participants pointed out some muscle fatigue when using 

the Mid-Air Phone and Hand techniques. The size and 

weight of the mobile device should be limited to take fully 

advantage of these techniques. In the future, we will 

consider a better use of the embedded sensors to address 



this problem and the use of vision tracking to detect the 

hand position on the Mid-Air Hand technique.  

To perform the Mid-Air Hand technique, we used the back 

area of the device as in [27]. This area was established after 

a preliminary study aimed at selecting the optimal width, 

height and depth of the mid-air interaction area. During the 

experiments, some participants wished to perform larger 

gestures. It should be possible for a user to calibrate his 

hand movement or to adjust the interaction area. In the 

future, we plan to consider other areas such as the side of 

the device as in [26].  

Finally, the in-situ installation revealed a limitation when 

selecting an object in the 3D scene with the Mid-Air Hand 

technique. Newcomers were facing problems when trying 

to validate the selection with the hand handling the mobile 

phone instead of the hand behind the phone. This 

sometimes resulted in very difficult thumbs motions, 

especially when the target was close to the border of the 

screen. Using the hand behind the device is neither optimal, 

as it induces mid-air clutching. Designing different 

selection procedures, such as finger gestures (pinching for 

instance) or device actions (such as pressing a physical 

button), should be considered and offered as an alternative 

to touchscreen input. 

CONCLUSION AND FUTURE WORK 

In this paper, we explored the design space of mobile-based 

interaction with Overview+Detail (O+D) interfaces on 3D 

public displays. We evaluated three mobile-based 

techniques from the literature to navigate in a 3D scene: 

mid-air gesture around the mobile device (Mid-Air Hand), 

mid-air gesture with the mobile device (Mid-Air Phone) 

and touchscreen input. Our two controlled experiments 

show that Mid-Air Hand and Mid-Air Phone perform better 

than touchscreen input. However, the Mid-Air Phone 

gesture is easier to understand than the Mid-Air Hand 

gesture in usual public conditions, i.e. without training and 

with only a text message or an image as revealing 

information.  

In the future we plan to increase the degrees of freedom of 

the navigation task by integrating the 3D rotation. For 

instance the Mid-Air Hand technique could be extended 

using gestures similar to [27]. To better implement mid-air 

solutions, we plan to remove the additional tracker: we will 

explore the combination of integrated sensors (gyroscope, 

accelerometer) and camera-based detection. Finally, we will 

extend our research to consider the selection and 

manipulation of the 3D objects in the 3D scene. 
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