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Abstract
In multi-agent communities, the subjective attitudes afrag towards other agents are of central impor-
tance. If the agents report these attitudes, then an ekiglosarver may use this possibly partial social
assessment to estimate in particular the trustability @&thents. We present a simple framework to spec-
ify procedures for deriving agent prioritizations from aig support relations among agents. We propose
a number of rationality postulates, describe two specifir@gches, and investigate to what extent they
satisfy these principles.

1 Introduction

In multi-agent communities, the subjective attitudes afretg towards other agents are of central importance.
If the agents report these attitudes, then an external edaseray use this usually partial social assessment
to estimate some corresponding objective qualities of gents. In particular, one can exploit the positive
feedback on agents to evaluate their actual reliabilityrastability. This may be done by taking into ac-
count not only the immediate neighbours, but the whole baxk)if not the entire network, even including
disconnected parts (in the most general approaches).

Several methods for estimating trust have been proposéetititérature. Most of them are numerical, for
instance, the Bayesian reputation systems, e.qg. [5, 8]y #ie binary ratings (either positive or negative)
as their input and derive from them a reputation score reptes by a beta probability density function,
possibly accompanied by a confidence parameter.

Another example is based on the belief model in [3, 4], whiefireés an opinion as a tuplg, d, u, a) where
b represents belief] disbelief,» uncertainty, and: the base rate probability in the absence of evidence.
Then Subijective Logic [4] is used to derive trust from sucinams.

Some approaches, like [7], represent a trust network by elléabdirected graph whose nodes represent
agents, and where a directed edge frdno B with labeld means thatd ratesB with d. Then the trust
score that an agent attaches to an unknown ageftis defined to be the weighted mean of the ratings
given by those who had interactions with

One problem of these and similar numerical approachestshbgare based on several parameters, which
may be hard, if not impossible, to identify correctly. Ftimore, a more cumbersome numerical perspec-
tive may also hide structural features and relationshipg;icould pave the way to a better understanding of
the inferential processes. So there are a priori good reasdanvestigate also more qualitative approaches.

A common strategy in this field has been to model the belieth@hgents to derive trust relations between
them, be it by using logical formalisms, like e.qg. [2, 6], aragi-probabilistic formalisms, like e.g. [3, 4].
However, we will take a slightly different direction and wkowithin a framework which is — at least on the
formal level — closer to that of Social Choice (see for ins&afl], which provides some interesting impos-
sibility theorems). There one typically has a collectioragénts, each of them ranking a set of alternatives.
The main question is how to aggregate these local, persankings into a global, social one.

In the present work, we take a look at the particular case evther alternatives consist of the agents them-
selves, and where the personal rankings are binary, engdidt, respectively low trust. If agent A at-
tributes the high rank to agent B, this means that A suppodadis willing to provide positive feedback
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on B. On the other hand, if A attributes the low rank, this anlyans that A does not support B, but not that
there is explicit distrust, or actual negative feedback.

The paper is structured as follows. After introducing ousibdramework, as well as our support tree con-
cept, we formulate some basic requirements for preferezlagans over these trees. We are then going to
describe two specific methods for deriving agent prioritteas from binary support relations. To conclude,

we investigate whether they verify our postulates.

2 Basic framework

We start with a very simple model consisting of a set of agehtand a binary support relationon A.
Intuitively, > is meant to represent the explicit, visible, or reportedosuplinks among agents, with > B
telling us thatd supportsB. The question we are going address is the following: how canse the support
information encoded in the relation to estimate and comfferdrustability of arbitrary agents. First some
notation.

Definition 1 (Support structure) A support structurés an ordered pair( 4, ), where A is a non-empty
finite set, and> a binary relation on4. The elements ofl are called agents, and is called the support
relation.

Definition 2 (Support chain) Given asupport structuréA,>), an agent sequendely, . .., A,,) with 4; >
A1 fori < n—1is called asupport chairof lengthn from A, to A4,, over (A, ). We say that,, receives
(non-exclusivelypth-degree support from,,.

Our basic observation is that agents appear to be morelitestahey get support, not only from more
agents, but also from agents which are themselves backethby agents. In other words, more and/or
longer support chains suggest more trustability. Howedberjmpact of length and number can be limited
by admissibility criteria. Consider for instance a supmtwin (Ao, . . ., A,) which starts and finishes with
the same agently = A,,. Of course, ifn = 1, we tend to reject the chain as an instance of ruthless
self-promotion. Ifn > 1, the situation is less obvious. Intuitively, it seems théile/( Ay, ..., A,) may

still provide slightly more support thaf4, ..., A,), because of the circular dependency, it appears to
be considerably less supportive thed,, A1, ..., A,), for Ay # Ag. The actual contribution of circular
support, from none to substantial, depends here on the exangtretation of the support relation.

Nevertheless, for the basic approach, we are going to takigtstance and ignore any — direct and indirect,
i.e. higher degree — support from an agent to itself in theedrof its support evaluation. That is, we

consider a support chain from, to A,, to be inadmissible ifA; = A,,. Note however that this does not

mean that we completely disregard the link frotp to A;. It may still have an impact on the support for
other agents.

Furthermore, thexth-degree support represented by the full chain may be se#meacombination of the
ith-degree support fod; encoded by Ay, ..., A;) and the(n — i)th-degree support fad,, modeled by
(Ai, ..., Ayn). So, if (Ao,...,Ay) is an admissible support chain, we would expect this to be fon
(Ao, ..., A;) and(A4;, ..., A,) as well. It follows from this downwards closure conditiomttadmissible
support chains are not allowed to include an agent twiceegatlin our basic framework). From now on,
when we are going to refer to support chains, we will alwayamedmissible ones.

Definition 3 (Admissibility) Let(A,>) be a support structure. A support ch&iAy, ..., A,) is said to be
admissibldff for all i # j, we haved; # A;.

Our strategy is to evaluate and compare the trustabilitygehés based on the admissible support chains
over (A, >) targeting them. Since the collection of support chains wotia of an agent is closed under
final segments, we can describe it in a natural and concisebyaytree, which we denoté*. Its nodes
are the admissible support sequences with endphbirind its root is obviouslyA). The sons of A) are

the admissible support chains of the fofry, A), its grandsons those of the forfd., A;, A), and so on.
More formally:

Definition 4 (Support tree) Let (A,>) be a support structure and € A. The support tree ofi over
(A,), denoted by7 4, is defined ag 4 = (N4, R), where



e N4 (the set of nodes) consists of the admissible support clidins . ., A,) over(A,>) with A,, =
Ay

¢ R (the edge/parent relation) is given By,,, ..., Ag)R(A.,, ..., A}) iff m = n+ 1, A; = A} for
i <n,andAy = A4 = A.

If we label each nodéA,,, . .., Ag) by its initial elementd,,, we see that it encodes the sequence of labels
decorating the path connecting it to the root. Consequgrilysupport chain in favour of an ageh{= Ag)
corresponds to a certain pathar from a node to the root, and vice versa. In other words, thpaupree

for an agent4, with the above natural labeling, allows us to representéorsise manner all the support
chains in favour of4.

Here is an example with five agents linked by different supportrust relationships. First we give the
initial support structure, and then we extract the resglsapport trees for each agent. Note that in the tree
representation, support is upwards directed.
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The next task will now be to see how we can use these suppest toeprioritize agents in the context of a
support structure.

3 Support tree comparison

We are now going to consider methods to estimate and comparsupport which agents receive in the

context of a given support structure. More specifically, mtemnd to achieve this through the evaluation of
the support trees associated with agents. Their simpletateishould allow us to get a better understanding
of the basic prioritization issues, and also to pave the wagnbre fine-grained accounts, e.g. with numerical
tags or processing circular support, which are beyond tbgesof this paper.

Let7 = (T4]A € A) be the family of support trees derived from a given suppeutstire( A, ). The main
step is to determine a suitable pre-orgef on support trees which reflects the overall amount of support
for their respective root agents, and thereby providesaifiriation of the agents inl. We observe that the
agent labeling encodes dependency information which wevnaay to exploit. For instance, if an agent gets
support from two other agents which are themselves suppa@ither by the same, or two different agents,
its overall support seems to be lower in the former scenaiN@hin our present framework, keeping the
evaluation elementary and tree-oriented, we ignore albther, intrinsic properties of the labeling agents
(except their identity). Note that the sub-tree structiresw nodes sharing the same agent label may well



diverge.

So the task is to find — in accordance with the support intéaiom — intuitively appealing preference pre-
orders= over finite rooted trees whose nodes are labelled by agerts.A. But before we are going to
propose specific approaches, it may be helpful to formulateesgeneral principles describing or guiding
support tree comparison. We see several fundamental esgeitts for<.

First, as we pointed out before, we restrict ourselves tdoéxghe structure of the support relation, but not
any further characteristics of the labeling agents. Theesfwe should expect the preference relation to
be invariant under renaming, i.e. a one-to-one exchangabefs. Accordingly, we propose the following
structurality principle. For a functiorf on labels, and a finite rooted labelled trée let 7; be the tree
obtained by replacing each labdy its imagef ({).

Invariance (I). Let 7 and7’ be two finite rooted labelled trees, andr’ be bijections on the full set of
labels. Ther?” < 77 implies7, < 7" ,.

Thus, an exchange of labels does not affect the preferertoeesf. Of course, if we want to exploit the fact
that the trees to be compared share certain labels, we havesaler a more permissive — because invariant
under a smaller set of permutation pairs — version.

Weak Invariance (WI). Let 7 and7’ be two finite rooted labelled trees, amdbe a bijection on the full set
of labels. Ther?” < 7’ implies7,, < 7'.

Of course, these conditions mainly reflect our structurapeetive, and much less the nature of support.
Here one basic intuition would be that if an agent is direstlpported by a bunch of other agents, and some
of these get more support, then the overall support for thialimgent should increase as well, or at least
stay the same. L&E4[7!, ..., 7™] be the combined tree obtained by connecting the roots ofitheoted
labelled treeg 7 to a new superroot labelled by a new agdnt

Structural Monotony (SM). If 7/ < 77 holds for each < j < m, and theZ? are distinct iff the7; are,
thenTA[T}, ..., T/ X TAT), ..., 7.

As usual, we definé; < 75 iff 7; < 75 and not7; < 75.

Strict Structural Monotony (SSM). Suppose SM holds. Ile = T; holds for eachl < j < m, and the
7/ are distinct iff the7;/ are, andZ{ < 7; for at least ong, thenZ 4 [T}, ..., /"] < TA[TS, ..., T™].

In some sense, SSM implements a more additive philosophgupport. To take off, these requirements
need however another core principle which roughly statasspport is preferable to non-support.

Non-triviality (NT). Let7? be a labelled tree consisting of a single noded ¥ B, thenT4[T 5] < T5.
In a first step, we would propose the following — non-exhaestilist of basic rationality postulates fet:

e WI, SSM (hence also SM), and NT.

4 Comparison strategies

We are now going to present two simple methods for evalu#tiegelative trustability of agents by compar-
ing their supporttrees in the context of a given supportstme(.A, ). In the present paper, this amounts to
specify preference relations over finite labelled rootedsrwhich are compatible with our intuitions about
support/trust. We emphasize that these proposals areynmagdnt to illustrate our conceptual framework
without too much technical luggage. Both procedures aredan lexicographic and cardinality considera-
tions. This has the advantage that we may not have to cohteientire trees to compare them.

1. Agent Strategy

The first approach compares the number of agents suppodiiegily/indirectly) the root agent, but focus-
ing on the lowest-degree support, which intuitively appearbe the most reliable (proximity to the object
of judgment), and therefore the most important one. For tgenégsA, B € A, letdeg(A, B) be the length
of the smallest support chain froBito A, if there is one. If there is none, we skty(A, B) = oo if A # B,
anddeg(A,B) = 0if A = B. LetSy, = {B € A | deg(A, B) = i} be the set of agents which provide



ith-degree — but nofth degree forj < i — support toA. The inductive construction of this layering is
unproblematic. Obviously, the definition applies to adoiyrlabelled trees.

The idea is now to say that the contribution of a single agemtigingith-degree support to the trustability
of a root agent outweighs the contributions of an arbitramnber of agents providingth-degree support,
for j > i, to the trustability of any root agent. This gives us a doma®arelation across support trees.
Consequently, according to this view,is more trustable tha® if and only if there exists an such that
S’ has more elements thafi};, and for eacly < 4, S has the same cardinality &,. Here is a formal
definition based on support trees:

Definition 5 (Agent strategy) Let 74,7 Z be two rooted labelled trees. We say tiat is preferred to
77 w.rt. theagent-strategyin symbols74 <, 7B, iff there is ani with |S%| < |S%|, and for all j < i,
|S%| = |SE|. We setz, = <, U =.

Definition 6 (Agent-trustability) Let (A,>) be a support structured, B € A. We say that4 is more
trustablethan B w.r.t. theagent-strategyin symbolsA <, B, iff 74 <, T5.

Itis easy to see that, provides a stratification of the agents reflecting theirtaiity. For instance, in the
previous example there are five layers: fistsecondD, third A, fourthC, and fifth E.

2. Chain strategy

Another possible strategy is to consider each support ¢hdavour of an agent in itself as a contribution
to the agent’s trustability. In other words, instead of dingthe number of agents supportidgor B, we
may count the number of chains targetiAgor B. The idea here is similar to the previous one insofar as
it says that the contribution of the starting point of a singhain of length supportingA outweighs the
contributions of the starting points of an arbitrary numbgchains of lengthy > ¢ supportingB. More
formally:

Definition 7 (Chain strategy) Let 74, 75 be two rooted labelled trees. We say tiat is preferred to

T B w.r.t. thechain strategyin symbols7 4 <. 7B, iff there is ani such that the number of nodes at depth
i in 74 is larger than that in7 2, and for eachj < 1, there is an equal number of nodes at depth 74
and7B. We setz, = <, U =.

Definition 8 (Chain trustability) Let (A,>) be a support structured, B € A. We say that4 is more
trustablethan B w.r.t. thechain strategyin symbolsd <. B, iff 74 <. TB.

Again <. provides a stratification of the agents reflecting theirtebiity. In the above example, we get
again five layers, but different ones: firdt secondB, third D, fourthC, and fifth £

To conclude, we want to see to what extent these two elemeapgroaches verify the principles we for-
mulated for the comparison of support trees.

Proposition 9 (Principles)
1. <, verifies NT, |, WI, but not SM, SSM.
2. <. verifies NT, I, WI, SM, SSM.

While both approaches have some technical and conceptuabdcks, which may be expected given the
straightforward definitions, the chain strategy is at lém$ine with our basic postulates.

As far as we can tell, there is no model in the literature poity exactly the same inferential results, in
particular because of our handling of cycles. The exactioglship with other accounts, as well as the
evaluation of competing proposals within our frameworkK| e addressed elsewhere.
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