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ABSTRACT

Texture analysis is an image processing task that can be conducted using the mathematical framework of multifractal analysis to study the regularity fluctuations of image intensity and the practical tools for their assessment, such as (wavelet) leaders. A recently introduced statistical model for leaders enables the Bayesian estimation of multifractal parameters. It significantly improves performance over standard (linear regression based) estimation. However, the computational cost induced by the associated nonstandard posterior distributions limits its application. The present work proposes an alternative Bayesian model for multifractal analysis that leads to more efficient algorithms. It relies on three original contributions: A novel generative model for the Fourier coefficients of log-leaders; an appropriate reparametrization for handling its inherent constraints; a data-augmented Bayesian model yielding standard conditional posterior distributions that can be sampled exactly. Numerical simulations using synthetic multifractal images demonstrate the excellent performance of the proposed algorithm, both in terms of estimation quality and computational cost.
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1. INTRODUCTION

Context. Texture analysis is an important technique in image processing and many different paradigms have been proposed to quantify it. The mathematical framework of multifractal analysis has proven particularly relevant, providing standard processing tools also used in a large range of other applications, cf., e.g., [1,2] and references therein. Multifractal analysis is an instance of scale invariance analysis that considers an image through the prism of the fluctuations of the pointwise smoothness of its amplitude. More precisely, the texture of an image X is encoded by the multifractal spectrum $D(h)$ defined as the Hausdorff dimension of the sets of points that have the same pointwise regularity $h$, classically measured with the Hölder exponent, cf., e.g., [3–6].

From a practical point of view, multifractal models translate to the power law behaviors of the sample moments of adequate multiresolution quantities $T_X(j, k)$ of $X$ (i.e., quantities depending jointly on scale $2^j$ and spatial position $k$) over a range of scales $2^j$

$$S(q, j) \triangleq \frac{1}{n_j} \sum_k |T_X(j, k)|^q \approx (2^j)^{\zeta(q)}, \ j_m \leq j \leq j_M \ (1)$$

where $n_j \approx \lfloor N^2 / 2^{2j} \rfloor$ is the number of $T_X(j, k)$ at scale $j$ and $\lfloor \cdot \rfloor$ stands for the truncation to integer values. Here, wavelet leaders $l(j, k)$ are used as multiresolution quantities, which are specifically tailored for the purpose of multifractal analysis [1,4] and defined in Section 2. The exponents $\zeta(q)$ in (1), termed scaling exponents, are closely linked to the multifractal properties of the image $X(k)$ via a Legendre transform $L$ such that, $D(h) = \inf_{q \geq 0} \{2q + \text{Var} \{\ln l(j, \cdot)\} \}$, $\zeta(q)$ is linear in the vicinity of $q = 0$ for self-similar processes [7], it is strictly concave for multifractal multiplicative cascade (MMC) based processes [8]. The linearity of $\zeta(q)$ can be efficiently tested by considering the development of $\zeta(q)$ as a polynomial at $q = 0$, $\zeta(q) = \sum_{m \geq 1} c_m q^m / m!$ [1,9,10]. Notably, it can be shown that $c_2 < 0$ for multifractal cascades whereas $c_2 = 0$ for self-similar processes (cf., e.g., [10]) and $c_2 = 0$ implies that $c_m = 0$, $\forall m \geq 3$ [4]. Therefore, the estimation of $c_2$, termed the intermittency or multifractality parameter, enables the identification of the model that best fits the data and is thus of paramount importance in multifractal analysis. For details on multifractal analysis, the reader is referred to, e.g., [3–6].

Related work. The coefficients $c_m$ have been shown to be directly tied to the cumulants of the logarithm of the multiresolution quantities, see [9]. Specifically, for the multifractality parameter $c_2$,$$
C_2(j) \triangleq \text{Var} [\ln l(j, \cdot)] = c_2 + c_2 \ln 2^j. \quad (2)
$$

Relation (2) motivates the classical estimation procedure of $c_2$ which is based on a linear regression of the sample variance $\text{Var} [\cdot]$ of the log-leaders with respect to scale $j$

$$\hat{c}_2 = \frac{1}{\ln 2} \sum_{j_1}^{j_2} w_j \text{Var} [\ln l(j, \cdot)] \quad (3)$$

where $[j_1, j_2]$ is the range of considered scales and $w_j$ are appropriate regression weights [1,11,12]. This linear regression based estimation is appealing due to its simplicity and low computational cost. However it suffers from poor performance for images (or patches) of small size due to the limited number of available scales.

In [13], a generalized method of moments has been proposed to address this difficulty. However, it relies on fully parametric models that are often too restrictive in real-world applications. Another alternative has been recently proposed in [2,14] and embeds the estimation of $c_2$ in a Bayesian framework. It relies on a generic semiparametric model for the multivariate statistics of the log-leaders in which the parameters of interest, notably $c_2$, are encoded in the variance-covariance structure of a Gaussian likelihood. A Whittle approximation was used in [2] to numerically assess the Gaussian likelihood and a closed-form expression was proposed in [14] for
its efficient evaluation. In both [2, 14], the Bayesian inference was accomplished by a Markov chain Monte Carlo (MCMC) algorithm. More precisely, a Metropolis-Hasting within Gibbs (MHG) scheme was considered to bypass the difficulties resulting from non-standard conditional distributions associated with the posterior of interest. This method yielded excellent estimation performance at the price of significantly increased computational cost compared to (3).

Goals and contributions. The goal of this paper is to propose conditional distributions associated with the posterior of interest. In both [2, 14], the Bayesian inference was performed using a Whittle approximation to simulate Gaussian processes for images in the Fourier domain. The main contributions of this work are as follows:

1. We use a generative model based on a statistical interpretation of Whittle approximation and formulate the statistical model directly in the Fourier domain (3).
2. Second, we propose a reparametrization of its constraints in order to avoid the computational cost. Starting from the statistical model introduced in [2, 14] while significantly reducing the associated computational cost. The key innovation is the use of a Whittle approximation exclusively for numerically evaluating the Gaussian likelihood more efficiently in the Fourier domain as in [2, 14].

In Section 5, the performance of the resulting estimation procedure is evaluated. There are then achieved efficiently by an MCMC algorithm (cf. Section 4).

3. EXTENDED FOURIER DOMAIN STATISTICAL MODEL

2. Statistical model of log-leaders

2.1. Statistical model for leaders

Wavelet leaders. Given a scaling function \( \phi(x) \) and a mother wavelet \( \psi(x) \) for a 1D multiresolution analysis, 2D wavelets can be defined as tensorial products \( \psi^{(0)}(x) = \phi(x_1)\phi(x_2), \psi^{(1)}(x) = \psi(x_1)\phi(x_2), \psi^{(2)}(x) = \phi(x_1)\psi(x_2), \psi^{(3)}(x) = \psi(x_1)\psi(x_2) \) [17, 18]. For a suitable \( \psi \), the dilated and translated templates of \( \psi^{(m)} \), denoted \( \psi^{(m)}_j(x) = 2^{-j}\psi^{(m)}(2^{-j}x-k) \), form a basis of \( L^2(\mathbb{R}^2) \) with \( \alpha = 2^j \) and \( x = 2^k \). This property is valid for the reconstruction of the wavelet coefficients of the image \( X \). The function \( \psi^{(m)}_j(x) = (X, \psi^{(m)}_j(X)) = (X, \psi^{(m)}(2^{-j}x-k)) \) forms a basis of \( L^2(\mathbb{R}^2) \) with \( \alpha = 2^j \) and \( x = 2^k \).

The (1)-normalized discrete wavelet transform coefficients of the image \( X \) are defined as \( d_x^{(m)}(j,k) = (X, \psi^{(m)}_j(X)) \) for \( m = 0, \ldots, 3 \) [17]. Denote as \( J \) the dyadic cube of side length \( 2^J \) centered at \( 2^k \) and \( \Lambda J = \bigcup_{j=1, \ldots, 2^J} \Lambda_j = \{ (l, k) \} \) for the union of this cube with its eight neighbors. The wavelet leaders are defined as the supremum of the wavelet coefficients within this spatial neighborhood over all finer scales [1, 4], i.e.,

\[
l(j, k) \triangleq \sup_{m \in (1,2,3), \Lambda \subseteq \Lambda J} |d_x^{(m)}(\Lambda)|.
\]

Statistical model. Let the log-leaders at scale \( j \), \( l(j, \cdot) \triangleq \ln l(j, \cdot) \), be stacked in the vector \( \ell_j \) of which the mean has been removed (since we focus on the estimation of \( c \), cf. (2)). It has been reported in [2, 14] that the statistics of \( \ell_j \) for MMC based processes can be well approximated by a multivariate Gaussian distribution with covariance \( C_j(k, \Delta k) \triangleq \text{Cov}(\ell(j, k), \ell(j, k + \Delta k)) \) modeled by a radial symmetric function parametrized only by \( \theta = (c_2, c_2^\theta) \).
To ensure that the frequency plane, denoted \( J \), needs be considered in the sum in (7). The expression (7) can hence be rewritten as

\[
p_W(\ell_j|\theta) = |\Gamma_j,\theta|^{-1} \exp \left( -y_j^T \Gamma_j^{-1} \theta \right), \quad y_j \triangleq \mathcal{F}(\ell_j) \tag{9}
\]

where the operator \( \mathcal{F}(\cdot) \) computes and vectorizes the Fourier coefficients contained in the half-plane \( J \), \( H \) is the conjugate transpose operator and \( \Gamma_j,\theta \) is the diagonal matrix defined by

\[
\Gamma_j,\theta \triangleq c_2 F_j + c_2^0 G_j, \quad F_j \triangleq \text{diag}(\ell_j), \quad G_j \triangleq \text{diag}(g_j) \tag{10}
\]

with \( \ell_j \triangleq (\ell_j(\omega_m))_{m \in \ell} \) and \( g_j \triangleq (g_j(\omega_m))_{m \in \ell} \). In view of (9), using \( p_W(\ell_j|\theta) \) thus amounts to modeling \( y_j \) by a random vector with a non-degenerate centered circular-symmetric complex Gaussian distribution \( \mathcal{CN}(0, \Gamma_j,\theta) \), provided the covariance matrix \( \Gamma_j,\theta \) is positive definite (PD).

In the rest of this paper, we thus consider the Fourier coefficients \( y_j, j = 1, \ldots, j_2 \) with likelihood

\[
p(y_j|\theta) = |\Gamma_j,\theta|^{-1} \exp \left( -y_j^T \Gamma_j^{-1} y_j \right) \tag{11}
\]

as the observed data (rather than the log-leaders \( \ell_j \), modeled by (6)). Assuming independence between scales \( j \) leads to the likelihood

\[
p(y|\theta) \triangleq \prod_{j=1}^{j_2} p(y_j|\theta) \propto |\Gamma_0|^{-1} \exp \left( -y^T \Gamma_0^{-1} y \right) \tag{12}
\]

for the vector \( y \triangleq [y_1^T, \ldots, y_j^T]^T \), with diagonal covariance matrix

\[
\Gamma_0 \triangleq c_2 F + c_2^0 G \quad F \triangleq \text{diag}(f) \quad G \triangleq \text{diag}(g) \tag{13}
\]

\[f \triangleq [f_1^T, \ldots, f_j^T]^T \quad g \triangleq [g_1^T, \ldots, g_j^T]^T.\]

To ensure that the \( N_Y \times N_Y \) matrix \( \Gamma_0 \) is PD, where \( N_Y \triangleq \text{card}(y) \), the parameters \( \theta = (c_2, c_2^0) \) must belong to the admissible set

\[
A = \{ \theta \in \mathbb{R}_+^2 \mid c_2 f(k) + c_2^0 g(k) > 0, k = 1, \ldots, N_Y \}. \tag{14}
\]

3.2. Reparametrization and data augmentation

Finally we propose to replace the likelihood \( p(y|\theta) \) with an extended likelihood \( p(y, \mu|\theta) \) using an appropriate set of latent variables \( \mu \). To do so, we first need to reparameterize the model.

Reparameterization. To construct the extended likelihood \( p(y, \mu|\theta) \), \( \Gamma_0 \) must be expressed as the sum of two PD diagonal matrices, which is not the case in (13) because \( c_2 F \) is not PD since \( \exists k : f(k) > 0 \) (while \( \forall k : g(k) > 0 \) [14]). We thus propose a reparameterization defined by the mapping

\[
\psi : \theta \mapsto \tilde{\theta} \triangleq (-c_2, c_2^0/\gamma + c_2), \quad \gamma = \sup_k (f(k)/g(k)). \tag{15}
\]

It is easy to show that \( \psi \) is a one-to-one transformation from \( A \) to \( \mathbb{R}_+^{2} \) and that the likelihood (12) with \( \tilde{\theta} \) is given by

\[
p(\psi(\tilde{\theta})|\tilde{\theta}) \propto |\Gamma_{\tilde{\theta}}|^{-1} \exp \left( -y^T \Gamma_{\tilde{\theta}}^{-1} y \right) \tag{16}
\]

\[
\Gamma_{\tilde{\theta}} = \tilde{\theta}_1 \tilde{F} + \tilde{\theta}_2 \tilde{G} \quad \tilde{F} = -F + F_G \quad \tilde{G} = G + G_G \tag{17}
\]

where, by construction, the two diagonal matrices \( \tilde{\theta}_1 \tilde{F} \) and \( \tilde{\theta}_2 \tilde{G} \) are PD for \( \tilde{\theta} \in \mathbb{R}_+^{2} \). This last property is essential for the data augmentation scheme proposed in the next paragraph. Furthermore, since \( \tilde{\theta} \in \mathbb{R}_+^{2} \), (15) yields independent positivity constraints.

Data augmentation. We can now define the extended model

\[
y|\mu, \tilde{\theta}_2 \sim \mathcal{CN}(\mu, \tilde{\theta}_2 \tilde{G}), \quad \mu|\tilde{\theta}_1 \sim \mathcal{CN}(0, \tilde{\theta}_1 \tilde{F}) \tag{18}
\]

where the vector \( \mu \) is an additional latent variable. The model (18) is associated with the extended likelihood

\[
p(y, \mu, \tilde{\theta}_2 | \tilde{\theta}_1) \propto \tilde{\theta}_2^{-N_Y} \exp \left( -\frac{1}{2} (y - \mu)^T \tilde{G}^{-1} (y - \mu) \right) \times \tilde{\theta}_1^{-N_Y} \exp \left( -\frac{1}{2} \mu^T \tilde{F}^{-1} \mu \right). \tag{19}
\]

Here, \( \mu \) has been chosen such that the likelihood (16) is found by marginalizing (19) with respect to \( \mu \). Moreover, it is easy to see that (19) leads to standard conditional distributions when used with classical priors for \( \tilde{\theta}_1 \in \mathbb{R}_+^+ \) (e.g., inverse Gamma or Jeffreys priors).

4. BAYESIAN ESTIMATION

4.1. Prior and posterior distribution

Assuming \textit{a priori} independence between \( (\mu, \tilde{\theta}_1) \) and \( \tilde{\theta}_2 \) and given priors \( p(\tilde{\theta}_1) \) for the parameters \( \tilde{\theta}_1 \), the joint posterior distribution for \( (\tilde{\theta}, \mu) \) is given by Bayes’ theorem

\[
p(\tilde{\theta}, \mu | y) \propto p(y|\tilde{\theta}, \mu) p(\mu|\tilde{\theta}_1) p(\tilde{\theta}_1). \tag{20}
\]

In this paper, we consider non-informative Jeffreys priors, \( p(\tilde{\theta}_1) \propto 1/\tilde{\theta}_1 \) (even if other priors could be investigated, in which case the resulting posterior distribution is given by

\[
p(\tilde{\theta}, \mu | y) \propto \tilde{\theta}_2^{-N_Y} \exp \left( -\frac{1}{2} \tilde{\theta}_1^{-1}(y - \mu)^T \tilde{G}^{-1}(y - \mu) \right) \times \tilde{\theta}_1^{-N_Y} \exp \left( -\frac{1}{2} \mu^T \tilde{F}^{-1} \mu \right) \times \tilde{\theta}_1^{-1} \times \tilde{\theta}_2^{-1}. \tag{20}
\]

4.2. Inference procedure

Bayesian estimators. Since the latent variable \( \mu \) is of no interest for multifractal analysis purposes, we consider the marginal posterior mean estimator for \( \tilde{\theta} \), denoted MMSE (minimum mean square error) estimator and defined as

\[
\tilde{\theta}^{\text{MMSE}} \triangleq \mathbb{E}[\tilde{\theta} | y] \tag{21}
\]

where the expectation is taken with respect to the marginal posterior density \( p(\tilde{\theta} | y) \). Unfortunately, (21) cannot be computed directly because this would require integrating over the full posterior (20). Thus, we propose here to resort to an MCMC algorithm [23] to approximate (21). More precisely, we investigate a Gibbs sampler drawing samples \( (\tilde{\theta}^{(k)}, \mu^{(k)})_{k=1}^{N_{MC}} \) that are asymptotically distributed according to the joint posterior \( p(\tilde{\theta}, \mu | y) \). The marginal posterior mean can then be approximated by [23]

\[
\tilde{\theta}^{\text{MMSE}} \approx \frac{1}{N_{MC} - N_{b}} \sum_{t=N_{b}+1}^{N_{MC}} \tilde{\theta}^{(t)} \tag{22}
\]

where \( N_{b} \) is the length of the burn-in period.

Gibbs sampler. The Gibbs sampler consists in successively generating samples from the conditional distributions \( p(\mu|y, \tilde{\theta}) \), \( p(\tilde{\theta}_1|y, \mu, \tilde{\theta}_2) \) and \( p(\tilde{\theta}_2|y, \mu, \tilde{\theta}_1) \). It is easy to show that for the posterior (20), these conditional distributions are given by

\[
\mu|y, \tilde{\theta}_2 \sim \mathcal{CN}((\tilde{\theta}_1 \tilde{F} \Gamma_0^{-1}) y), \quad ((\tilde{\theta}_1 \tilde{F} \Gamma_0^{-1}) y)^{-1})^{-1}) \tag{23}
\]

\[
\tilde{\theta}_1|y, \mu, \tilde{\theta}_2 \sim \mathcal{IG}(N_Y, \mu^T \tilde{F}^{-1} \mu) \tag{24}
\]

\[
\tilde{\theta}_2|y, \mu, \tilde{\theta}_1 \sim \mathcal{IG}(N_Y, (y - \mu)^T \tilde{G}^{-1}(y - \mu)) \tag{25}
\]
where $IG$ stands for the inverse Gamma distribution. Note that none of the conditional sampling steps requires the use of an acceptance-rejection procedure, contrary to the classical MHG algorithm proposed in [2, 14], which constitutes the main advantage of the proposed extended Bayesian model defined in (20).

5. NUMERICAL EXPERIMENTS

We compare the proposed Bayesian estimator (denoted as G) to the Bayesian estimator presented in [14] (denoted as MHG) and to the standard linear regression based estimator (using (3) and denoted as LF) by applying them to a large number of independent realizations of a 2D multifractal random walk (MRW). MRW is a widely used model of the class of multifractal multiplicative cascade based processes whose multifractal properties mimic those of the Mandelbrot’s log-normal cascades, with scaling exponents $\zeta(q) = (H - c_2)q + c_2q^2$ (cf., [24] for details and Fig. 1 (top) for realizations of MRW obtained with identical multipliers for different values of $c_2$).

**Experimental setup.** MRW parameters are set to $H = 0.72$ and $c_2 \in \{-0.1, -0.09, \ldots, -0.01\}$. The 2D DWT uses a Daubechies’ mother wavelet with $N_\psi = 2$ vanishing moments and the linear regression weights $w_j$ are chosen proportional to $n_j$ (cf. [1, 11, 12]). For both Bayesian estimators, frequencies considered in (7) are restricted to $\|\omega_m\| < \pi/4$ as in [2, 14]. The estimation performance is quantified through the bias, the standard deviation (STD) and the root mean squared error (RMSE), respectively defined by $b = \mathbb{E}[\hat{c}_2] - c_2, s = \sqrt{\text{Var}[\hat{c}_2]}$ and $\text{rms} = \sqrt{b^2 + s^2}$ and computed for 200 independent realizations of MRW of size $N \times N$.

**Estimation of $c_2$.** Fig. 1 investigates estimation performance as a function of $c_2$ for three different image sizes $N \in \{2^7, 2^9, 2^{11}\}$. Clearly, the Bayesian estimators compete favorably when compared to the LF estimator. Notably, the STD are up to 4 times smaller, resulting in significantly lower RMSE values. The Bayesian estimators have bias comparable to LF for the smallest image size considered, and significantly smaller bias for larger images. The estimators MHG and G build upon the same initial model (6) and thus unsurprisingly exhibit similar performance with only a slight difference for the bias which arises from the different priors (uniform for MHG and Jeffreys for G) and vanishes for large image sizes as expected.

**Convergence.** Fig. 2(a) displays the evolution of Markov Chains (MCs) of G and MHG averaged over 200 realizations (with identical random initializations for both algorithms; $N = 2^{10}, c_2 = \{-0.07, -0.1\}$). Clearly, the augmented model used in G leads to MCs that converge almost immediately, while MHG requires a much longer burn-in period: Indeed, the accept-reject procedure of MHG requires tuning of the (adaptive) step size of the random walk process, which is not necessary for G. Consequently, G enables us to use much shorter MCs than MHG. Here, we assume that 500 samples are required in the sum (22) and hence MCs of length $N_{mc} = \{6000, 3000\}$ must be sampled for G and MHG, respectively.

**Computational cost.** Fig. 2(b) plots the computational times $T$ (in seconds; defined as the total time to compute an estimate of $\theta$ from an image $X$) as a function of image size $N$ for LF, MHG and G. Clearly, LF is the fastest approach. However, while the computational time for MHG is up to 25 times greater than that of LF, the Bayesian estimator G proposed here is between 5 (small $N$) and 2 (large $N$) times slower than the linear regression based estimation LF, which clearly demonstrates the efficiency of the proposed extended Fourier domain model and algorithm.

Overall, these results illustrate that the proposed estimator G is an operational alternative to linear regression, significantly improving estimation performance at only $\sim 2-5$ times the computational cost.

In this paper, a novel Bayesian framework to estimate the multifractality parameter $c_2$ for images was proposed. It builds on a generic statistical model for the multivariate statistics of log-leaders of MMC based processes that was recently introduced in [2, 14] and relies on the following original key contributions. First, a generative model in the Fourier domain was developed based on the Whittle approximation. Then, the joint parameter constraints inherent to this model were reformulated as independent positivity constraints. This finally enabled the proposition of an extended likelihood which leads to conditional posterior distributions that are standards laws, contrary to the model in [2, 14]. Its main virtue is that the computation of the associated Bayesian estimators can be achieved efficiently with an MCMC algorithm involving only Gibbs sampling. The proposed procedure yields excellent estimation performance, both for small and large image sizes, at computational cost comparable to classical linear regression based estimation. Future work will include the analysis of multivariate images (e.g., multi-band, multi-temporal) or of multiple image patches for which more informative priors (e.g., modeling correlations between parameters of different modalities) could be efficiently handled within the framework introduced here.
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