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@‘. Classical RIMS

Resources and Jobs Management System

User sends jobs and data
RJMS schedule job
Job starts

Job finishes
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@‘Q Malleable tasks

New capability:
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@. Energumen
@

Disruptive RIMS for large scale systems

Challenges

1. Collect the most relevant data for energy.
2. Dynamic redimensioning of parallel jobs.
3. Reduce data movements to save energy.
4. Transferability.



@.Q Structure of Energumen

WP1 : Data collection and analysis

WP2: Malleable jobs
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WP3: Data movement reduction

WP4 : Integrated approach
and implementation
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Current contributions@IRIT - cecomecint o, soe 1)

Focus on Scheduling

Creating malleable MPI applications
Modeling malleable application

First scheduling proposals
a. Theoretical proof of optimality
b. Complexity evaluation

Use of BatSim (based on CloudSim)
a. Scheduler
b. Results can be directly ported in SLURM/OAR

int total_count = @;
int count = 0;

int id; // process id, i.e.

L

int p; // number of concurren
int low, high; // this rank's partiti

MPI_Comm_rank(MPI_COMM_WORLD, &id);
MPI_Comm_size(MPI_COMM_WORLD, &p);

low = id*(n-1)/p;
high = (id+1)*(n-1)/p;

for (int i = low; i < high; i++)

1
}

1 (p:3:)

count += v[i];

MPI_Reduce(&count, &total_count, 1

else
total_count = count;

return total_count;



