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Elastic Scheduling of Real-Time Tasks

m Buttazzo et al. provide an iterative algorithm that
increases periods from 7™ proportionally to E; (as far
as 7)) for a uniprocessor

. Ui('rnaw) . er UJ(""W-I ) _ U}
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fl f.7
Ui — Ui(max) — )\Ez ;
m However, each task can only be stretched to Ui(mi“)

Ui = max (U™ = B, U™™)
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Multiprocessor Scheduling of Elastic Tasks
\ = (Uf"”“'” - LD) _ (Uf - Uj)

E; E,

J

mIdea: preserve semantics of Buttazzo’s algorithm
» Find smallest value of \ such that all tasks are schedulable

» A must be in the range [0, ®] where ® is the maximum value

among tasks of the equation (Uf"wﬂ_vf"“"”)
E;

» A =0 implies all tasks at {™*

> A =® implies all tasks at U™
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Experiments to Validate the Approach

m Attempt to schedule (by simulation) task sets via 4
existing scheduling algorithms (smallest A\ wins)
» Fluid - theoretical algorithm in which tasks can use a
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» PriD - generalization of Global EDF tasks with highest U,
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Experimental Details

mFor each scheduling algorithm iterate A over
range [0, @] to find smallest value such that
the taskset is schedulable

m Generate 1000 task sets per data point
»m=<8, 16, 32} CPUs
»n={2m, 2.5m, 3m, 4m, 8m} tasks
» Largest possible task size a={0.5, 0.6, 0.7, 0.8, 0.9, 1.0}
> (2iU™) ={1.1ma, 1.5ma, 1.9ma}
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Summary of Results

m Monotonic ordering of schedulability
» Fluid > Partitioned > PriD > Global EDF
m Additional observations
»Schedulability increases as a decreases

»Schedulability increases as number of CPUs
decreases

»Schedulability (generally) increases as tasks/CPU
INnCreases
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Schedulability increases as a decreases

Normalized Lambda Values
(16 CPUs, 32 tasks, a=1.0)
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Schedulability increases as a decreases

Percentage of Schedulable Task Sets Percentage of Schedulable Task Sets
(16 CPUs, 32 tasks, a=1.0) A (16 CPUs, 32 tasks, a=0.6)
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Schedulability increases as number of CPUs decreases
(but tasks/CPU stay the same)

Normalized Lambda Values Normalized Lambda Values
(16 CPUs, 32 tasks, a=1.0) (4 CPUs, 8 tasks, a=1.0)
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Schedulability increases as number of CPUs decreases
(but tasks/CPU stay the same)

Percentage of Schedulable Task Sets Percentage of Schedulable Task Sets
(16 CPUs, 32 tasks, a=1.0) A (4 CPUs, 8 tasks, a=1.0)
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Schedulability (generally) increases as tasks/CPU

INnCreases

Normalized Lambda Values
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Schedulability (generally) increases as tasks/CPU
InCreases

Percentage of Schedulable Task Sets Percentage of Schedulable Task Sets
(16 CPUs, 32 tasks, a=1.0) A (16 CPUs, 128 tasks, a=1.0)
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Summary of Results

m Monotonic ordering of schedulability
» Fluid > Partitioned > PriD > Global EDF
m Additional observations
»Schedulability increases as a decreases

»Schedulability increases as number of CPUs
decreases

»Schedulability (generally) increases as tasks/CPU
INnCreases
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Thank you. Questions?

Supported in part by NSF grant CNS-1911460
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Supplementary Slides
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G. Buttazzo, G. Lipari, and L. Abeni
"Elastic Task Model for Adaptive Rate Control," RTSS 1998
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Effects of changing «a

Normalized Lambda Values Normalized Lambda Values
(4 CPUs, 8 tasks, a=0.6) (4 CPUs, 8 tasks, a=1.0)
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Effects of changing «

Percentage of Schedulable Task Sets Percentage of Schedulable Task Sets
(4 CPUs, 8 tasks, a=0.6) A (4 CPUs, 8 tasks, a=1.0)
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Effects of changing no. tasks/CPU

Normalized Lambda Values Normalized Lambda Values
(4 CPUs, 8 tasks, a=0.6) (4 CPUs, 32 tasks, a=0.6)
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Effects of changing no. tasks/CPU
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Effects of changing no. of CPUs

(but keeping tasks/CPU constant)

Normalized Lambda Values
(4 CPUs, 8 tasks, a=0.6)
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Effects of changing no. of CPUs

(but keeping tasks/CPU constant)

Percentage of Schedulable Tasksets
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