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• Traditional MC task model
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 Setting a virtual deadline (VD) to all the HI-criticality

tasks at LO-criticality mode.

S. Baruah, V. Bonifaci, G. DAngelo, H. Li, A. Marchetti-Spaccamela, S. Van Der Ster, and L. Stougie, “The preemptive uniprocessor scheduling of mixed-criticality implicit-deadline sporadic task systems,” in ECRTS 2012
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Theorem 3.4. Given a precise mixed-criticality model task 
set, the minimum value of ρ for the task set to be 
schedulable by EDF-VD is

𝜌 = min(𝑈𝐿
𝐿 + 𝑈𝐻

𝐻 , 𝑈𝐿
𝐿 +
(1 − 𝑈𝐿

𝐿)𝑈𝐻
𝐿

(1 − 𝑈𝐻
𝐻 − 𝑈𝐿

𝐿)
)
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 Setting a virtual deadline (VD) to all the HI-criticality

tasks at LO-criticality mode.

Virtual deadline

Actual deadline
Time allocation for the 
LO-criticality WCET 

Time allocation for the extra 
workload after a mode-switch Job release

LO-criticality WCET is 
not finished by the VD 

Extra workload after a 
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Minimum 𝜌 ?

Theorem 3.4. Given a precise mixed-criticality model task 
set, the minimum value of ρ for the task set to be 
schedulable by EDF-VD is

𝜌 = min(𝑈𝐿
𝐿 + 𝑈𝐻

𝐻 , 𝑈𝐿
𝐿 +
(1 − 𝑈𝐿

𝐿)𝑈𝐻
𝐿

(1 − 𝑈𝐻
𝐻 − 𝑈𝐿

𝐿)
)

𝑉𝑖𝑟𝑡𝑢𝑎𝑙 𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒
= 𝑥 ⋅ 𝐴𝑐𝑡𝑢𝑎𝑙 𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒

𝑥 ≤
1 − (𝑈𝐻

𝐻 + 𝑈𝐿
𝐿)

(1 − 𝑈𝐿
𝐿)

𝑥 ≥
𝑈𝐻
𝐿

(𝜌 − 𝑈𝐿
𝐿)



Problem and Motivation

11/07/2019Real-Time & Intelligent Systems Lab 23

• Our model

Minimum energy 
conserving speed? 

Scheduling policy?

Rare event Full speed, 1Usual event Energy conserving speed, 𝝆

Full service (precise scheduling) 
after a mode-switch



Problem and Motivation

11/07/2019Real-Time & Intelligent Systems Lab 24

• Our model

Rare event Full speed, 1Usual event Energy conserving speed, 𝝆

Minimum energy 
conserving speed? 

Scheduling policy?

EDF-VD Limitations:
(i) Full speed after an overrun

(ii) Same speed for all tasks per mode

Full service (precise scheduling) 
after a mode-switch
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 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

J. Lee, K. Phan, X. Gu, J. Lee, A. Easwaran, I. Shin, and I. Lee. MC-Fluid: Fluid model-based mixed-criticality scheduling on multiprocessors. In RTSS 2014.

Acknowledgment: Sanjoy Baruah



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 26

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 27

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate

mode-switch



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 28

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate

mode-switch

HI-rate



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 29

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate

mode-switch

HI-rate

Total processor-share (of each

task) is less or equal to the

capacity (speed) of the processor.



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 30

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate

mode-switch

HI-rate

Total processor-share (of each

task) is less or equal to the

capacity (speed) of the processor.

 

𝜏
𝑖
∈𝜏

𝜃𝑖
𝑙 < 1

 

𝜏
𝑖
∈𝜏
𝐻

𝜃𝑖
𝐻 ≤ 1



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 31

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate

mode-switch

HI-rate

Total processor-share (of each

task) is less or equal to the

capacity (speed) of the processor.

 

𝜏
𝑖
∈𝜏

𝜃𝑖
𝑙 < 1  

𝜏
𝑖
∈𝜏
𝐻

𝜃𝑖
𝐻 ≤ 1

𝜃𝑖
𝑙 = 𝜆𝜃𝑖𝜃𝑖

𝐻 = 𝜃𝑖



MC-Fluid (MCF)

11/07/2019Real-Time & Intelligent Systems Lab 32

 All the tasks receive processor-share and have a

constant execution rate from their release to the

deadline.

LO-rate

mode-switch

HI-rate

Total processor-share (of each

task) is less or equal to the

capacity (speed) of the processor.

 

𝜏
𝑖
∈𝜏

𝜃𝑖
𝑙 < 1  

𝜏
𝑖
∈𝜏
𝐻

𝜃𝑖
𝐻 ≤ 1

𝜃𝑖
𝑙 = 𝜆𝜃𝑖𝜃𝑖

𝐻 = 𝜃𝑖

𝜆 =
𝑈𝐿

1 + 𝑈𝐿 − 𝑈𝐻

∀𝑖, 𝜃𝑖 =
𝑢
𝑖
𝐿

𝜆
− 𝑢𝑖
𝐿 + 𝑢𝑖

𝐻
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• Speedup Bound, 𝒔. How much faster processors are required for an 
algorithm to schedule the same taskset, scheduled by an optimal 
algorithm.

• Approximation Ratio, 𝜶. The ratio of energy conserving speed determined 
by an algorithm vs the optimal algorithm.
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LO-criticality 
(Speedup 

Bound)

HI-criticality 
(Speedup 

Bound)

LO-criticality 
(Approximat

ion Ratio)

HI-criticality 
(Approximation 

Ratio)

Optimal 
algorithm

𝑃 1 𝑃 1

An 
algorithm

𝑠𝑃 𝑠 𝛼𝑃 1
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• Speedup Bound, 𝒔. How much faster processors are required for an 
algorithm to schedule the same taskset, scheduled by an optimal 
algorithm.

• Approximation Ratio, 𝜶. The ratio of energy conserving speed determined 
by an algorithm vs the optimal algorithm.

𝑻𝒉𝒆𝒐𝒓𝒆𝒎 𝟑. 𝟒. 𝐸𝐷𝐹 − 𝑉𝐷 , 𝑠 ≤ (1/min(𝑈𝐿
𝐿 + 𝑈𝐻

𝐻 , 𝑈𝐿
𝐿 +

(1−𝑈𝐿
𝐿)𝑈𝐻
𝐿

(1−𝑈𝐻
𝐻−𝑈𝐿

𝐿)
)) 

𝑻𝒉𝒆𝒐𝒓𝒆𝒎 𝟑. 𝟔. (𝐸𝐷𝐹 − 𝑉𝐷), α ≤ 1 +
𝑈
𝐻
𝐿(1−𝑈𝐿

𝐿)

𝑈
𝐿
𝐿(1−𝑈𝐿

𝐿−𝑈𝐻
𝐻)

𝑻𝒉𝒆𝒐𝒓𝒆𝒎 𝟒. 𝟑. (𝑀𝐶𝐹), 𝛼 ≤
1

1 + 𝑈𝐿 − 𝑈𝐻
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If 𝜌 = 0. 8 𝑎𝑛𝑑 system
utilization is 0.9,MCF 
can schedule 88% of the 
randomly generated 
tasks. 
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Energy-aware scheduling of MC tasks is challenging

This work
• Developed an integrated model combining precise 

scheduling of LO-criticality tasks on an energy-conserving 
platform. 

• Proposed schedulability tests under the EDF-VD and MCF 
scheduling framework.

• Derived the speedup bound for EDF-VD and the 
approximation ratio for EDF-VD and MCF.
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Energy-aware scheduling of MC tasks is challenging

This work
• Developed an integrated model combining precise 

scheduling of LO-criticality tasks on an energy-conserving 
platform. 

• Proposed schedulability tests under the EDF-VD and MCF 
scheduling framework.

• Derived the speedup bound for EDF-VD and the 
approximation ratio for EDF-VD and MCF.

Future Goal
• Considering multiprocessor platform and parallel task

model.
• Experimental evaluation on a real platform.
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