Présentation de travaux en vue de l’obtention de l’habilitation à diriger des recherches de l’Université Paul Sabatier, Toulouse III

Spécialité : Informatique

par

Marco WINCKLER

Engineering Interactive Systems across application domains

C. Freitas
Examinateur
Professeur, Universidade Federal do Rio Grande do Sul

L. Nigay
Rapporteur
Professeur, Université Joseph Fourier, Grenoble 1

N. Stanton
Rapporteur
Professeur, University of Southampton

P. Palanque
Président du Jury
Professeur, Université Paul Sabatier

O. Pastor
Rapporteur
Professeur, Universidad Politécnica de Valencia

G. Rossi
Examinateur
Professeur, Universidad National de la Plata

Interactive Critical Systems (ICS) - Institute of Research in Informatics of Toulouse (IRIT)
University Paul Sabatier (Toulouse 3), 118 route de Narbonne, 31062 Toulouse CEDEX 9, France
Phone: +33 (0)5.61.55.63.59 / E-mail: winckler@irit.fr / Web: http://www.irit.fr/~Marco.Winckler/
Abstract

The development of interactive systems is complex: on one hand we have to consider the users and their needs, and on the other hand we have to deal with the practical aspects of the software development. Users occupy a central place in the development of interactive systems because their interaction with the systems is required to make the system work; if we remove the users (or if we don’t take into account their skills, motivations and needs) it will become impossible to operate the systems and thus determine whether (or not) it fulfill the requirements. Thus, the focus on users is a keystone for the research on Human-Computer Interaction (HCI). However, we must acknowledge that members of the development team are also users of interactive tools that are used to build other interactive systems. For that, it is sensible to say that, in addition to the diversity of users and users’ needs, approaches for developing interactive systems must also take into account the developer’s needs for dealing with the idiosyncrasies of technology and application domains; otherwise, if developers don’t have appropriate tool support they will not be able to achieve their job successfully.

In some extension, the research on the engineering of interactive systems is in the crossroad between disciplines such Human-Computer Interaction (HCI), Software Engineering, and more generally on Computer Sciences. Currently, a reasonable amount of research work is motivated by arguments based on idiosyncrasies of particular types of interactive systems. But yet, many questions of non-exclusive practical and theoretical significance can be evenly applied regardless the type of interactive system at concern. The development of reliable, usable and effective interactive systems, their systematically analysis and treatment require appropriate methods, models, tools and approaches. On one hand it is tempting to focus on specialized solutions aimed for a particular type of interactive systems which are defined by unique features (such as system characteristics and users’ requirements, etc.). But on the other hand, it might have many convergent points among diverse types of interactive systems for which solutions exist and just require a few adaptations.

Interactive systems can assume many forms and quickly become complex. I have been fascinated by the development of Web applications since I was an undergraduate student in countryside Brazil. At that time, some argued that the technology for building such applications pre-existed the Web (which is somewhat true) and there was nothing really new about it... and yet, I thought there was something worthy being investigated. Hereupon two main questions haunted me: “How to provide an accurate description of features and idiosyncrasies of Web applications I was developing?” and “How to determine whether (or not) that Web applications really fulfilled the needs of the target users?” These questions lead me first to pursue a master degree in Computer Sciences (1997-1999) and then a PhD thesis (2000-2004). I have found in the field of Human-Computer Interaction (HCI) the theoretical background necessary for supporting my reflections about models for specifying the behavior of interactive applications and methods for assessing the usability. In a short run, my research was focused on the field of Human-Computer Interaction while it was also contributing to the emerging field of Web Engineering (WE). Nonetheless, in the meantime I have observed several connections between more diverse types of interactive systems including e-government applications, e-voting systems, ground-segment systems, incident reporting systems, information visualization techniques, mobile interactive applications, multimodal applications, personal information management systems… For that, I have found that the work I was developing could contribute to more than a particular application domain and, in some extensions, generalized and reused. Generalization are useful, but they cannot be interpreted as shortcuts because that would prevent the understanding of socio-technical aspects that determine the applicability and acceptance of method and tools across domains.

In this work I present the results of my reflections for the research on engineering of interactive systems. Rather than arguing about the differences between application domains (and/or providing an exhaustive list of facets that can be used to characterize interactive systems), this work presents my contributions to the field by following a more holistic and yet pragmatic approach. For the purposes of illustration, Web applications will be used to support the discussions about the adaptation of methods to solve particular engineering problems that cannot be solving with more general methods. The choice of Web applications is not arbitrary as it also reflects my personal interests for applications using Web technology and illustrates well how I have oriented by research carrier in earlier years. It is also worthy of mention that we should not forget how influential Web technology is nowadays and therefore it would be unavoidable to include it our reflection about the engineering of interactive systems. The contribution are organized in four main topics: development processes, users of interactive system, model-based approaches, and evaluation methods. We make no claim for covering all aspects of the engineering of interactive systems. However, we assume that these topics are cornerstones for understanding the underlying research problems for that they are expected to settle a long-term research agenda in the field.

Keywords: Human-Computer Interaction (HCI), Engineering Interactive Systems, User-Centered Design process, User Interface design, Model-Based Development Process, Usability Evaluation, Web Engineering.
“A record, if it is to be useful to science, must be continuously extended, it must be stored, and above all it must be consulted” – Vannevar Bush (1890-1974).

“Whenever a theory appears to you as the only possible one, take this as a sign that you have neither understood the theory nor the problem which it was intended to solve” – Karl Popper (1902-1994)
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1 Introduction

Personal computers and computing systems create a milestone in 20th century history and certainly can be said to settle a turning point in humankind evolution towards the information society. Indeed, computing systems become omnipresent in almost all aspects of our daily lives including communications, education, health, transport, entertainment ... and, if we consider for a moment the daily use of mobile apps and Web applications, we can just wonder how much dependent of interactive technologies we have become.

Few computing systems are completely autonomous nowadays. Indeed, most of computing systems (ranging from the usual applications deployed into desktop computers and mobile phones, to more domain specific systems such as those embedded into aircraft’s cockpits, voting machines...) are indeed interactive. The underlying statement for defining an interactive system encompasses a dialog between users and the computer where users not only provides inputs to a computing system but are the ultimate receivers of the corresponding system’s outputs [63]. Moreover, inputs and outputs events occur as long as user interacts with the system. Those canonical definitions about user interaction with interactive system are illustrated by Figure 1. Therefore, the construction of interactive systems not only requires building computers and software but ultimately it should consider users at some point.

Figure 1. Canonical views on user interaction with interactive system: a) user interaction based on occurrence of input/output events; b) input/output interactions along system execution (adapted from Bastide, Palanque [19]).

The central role of users along the development process of interactive systems was settled down in the 1980s with the emergence of the Human-Computer Interaction (HCI) [44] which thereupon defined dual research agenda in the field: on one hand it aims at understanding how human cognition and behavior might affect (or be affected by) the use of technology; the quest for such knowledge motivates the empirical research on Human Factors which, ultimately, is hoped to inspire the design of innovative interactive systems that better fulfill users’ needs. On the other hand, many aspects of the research on HCI concern the development of interactive systems, which means systems that are built to react to users’ input (ex. keystrokes, mouse clicks...) and provide them with a meaningful representation (either visual, auditory…) of the results produced by the inner algorithms embedded into computers. Figure 2 illustrates this view accordingly to a multidisciplinary perspective where boundaries between disciplines are blurred to indicate overlapping between research topics and to highlight the central place of users who are the raison d’être of interactive systems.

Figure 2. Diagrammatic view of the main disciplines involved in development of interactive systems.
Users occupy a central place in the development of interactive systems because their interaction with the systems is required to make the system work; if we remove the users (or if we don’t take into account the users’ needs and needs) it becomes impossible to operate the systems and thus determine whether (or not) it fulfill the requirements. Currently, it is widely agreed that the quality of interactive systems depend on the users and this view is clearly. So that.
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Interactive systems can assume many forms (ex. cockpits, mobile apps, interactive TV, e-government applications, e-voting systems...) and quickly become complex (ex. a simple standalone inventory management system can rapidly evolve to an online retailing application based on worldwide supply chain). Thus, it is sensible to say that, in addition to the diversity of users and users’ needs, approaches for developing interactive systems must also take into account idiosyncrasies of technology and application domains. Currently, a reasonable amount of research work is motivated by arguments based on idiosyncrasies of particular types of interactive systems. But yet, many questions of non-exclusive practical and theoretical significance can be evenly applied regardless the type of interactive system at concern. For example: How to provide a meaningful support to describe and analyze users’ tasks? How to inform users which tasks are supported by the system and how they can be accomplished? How to embed user’s needs for guidance and training as part of the development process of interactive systems? How to optimize and/or find a balance on the allocation of tasks performed by users and the system? How to cope with tasks when users are interrupted? How to provide seamlessly support to users to accomplish their tasks alone or as part of a collaborative work? How to describe the inner behavior of interaction techniques? How to deal with increasing complexity of systems? How make sure the systems support user’s work as specified? How to cope with competing and (possibly) conflicting properties that might affect the design of user interfaces? How to mitigate the effect of users’ errors, mistakes and any possible harmful actions with the interactive systems? …

Those questions are so important for the development of reliable, usable and effective interactive systems that their systematically analysis and treatment require appropriate methods, models, tools and approaches. On one hand it is tempting to focus on specialized solutions aimed for a particular type of interactive systems which are defined by unique features (such as system characteristics and users’ requirements, etc.). But on the other hand, it might have many convergent points among diverse types of interactive systems for which solutions exist and just require a few adaptations. To understand the tradeoffs between properties, problems and design solutions ones has to adopt two interweaving ways of reasoning: abstraction/generalization and specialization/adaptation of suitable alternatives. In order to illustrate this point, Figure 3 provides a series of examples focused on the articulation of models for describing interactive systems. It is worthy of notice that, as far as interactive systems are a concern, are of particular interest models that are able to describes human behavior and models that are able to describe the inner behavior of the system. In Figure 3.a we examine the articulation between the SRK model [194] and the Arch model [17][18]. The SRK model (the lower part of Figure 3.a) is used to describe the human behavior in terms of skills, rules and knowledge and how such behaviors affect user activity with the interactive system. The Arch model (the upper part of Figure 3.a) explains how user inputs are treated by the system as logical events and how these events are processed at the dialog layer, which make calls to inner core functions and send the corresponding output to the user through logical and concrete rendering. The models presented at Figure 3.a are generic. An instantiation of the SRK and Arch models is done at Figure 3.b for describing problems associated with the fusion/fission of events in multimodal applications. The demonstration is done by using a particular a Chess game application that can be operated by using data glove, keyboard and motion captor as described in [157]. Here, the discussion of the fusion/fission problem is mainly covered by the presentation and dialog levels of the interactive system so that the other levels of the Arch model (i.e. functional core and functional core adaptor) are fading in that picture. The same graphical representation is used with human behavior (knowledge-based such as “strategies for playing chess” and rule-based behavior such as “moving pieces around a chess board”) that is
not required to test the hypothesis associated to the multimodal interaction. Whilst the overall principles presented at Figure 3.a might be valid to any kind of interactive system, some applications might require adaptations.

Figure 3.c shows an example of such adaptations for dealing with the idiosyncrasies of Web applications. The upper part of Figure 3.c is still very similar to the Arch model but the vocabulary has been changed. For example, the dialog is replaced with navigation/hypertext level to highlight the fact that navigation is the main concerns for dialog modeling in Web applications. Web service broker, services and data sources correspond to terms used to designate components that run on Web servers and constitute core elements of information processing of Web applications. The presentation level shows the elements of user interaction on the client side, i.e. the Web browser. In Figure 3.c the structure of the SRK model is the same as in previous example but it is decorated with examples that illustrate the knowledge and behavior users might have for using the browser (e.g. bookmark a URL, principles of Web navigation) and for using a particular Web site (e.g. special rules for creating a login, strategies for remembering logins with many Web sites).

An instantiation of this model for a particular e-Gov Web application is given Figure 3.d where the focus is given to tasks users have to accomplishing by navigating a Web site to follow an administrative procedure. When we compare models used for specifying the multimodal Chess game application (Figure 3.c) and the e-Gov Web application (Figure 3.c) it is possible to observe that different models have been used. Nonetheless, this is simply another kind of adaptation/tuning required for coping with fine-grained interaction (as in the example of the multimodal Chess game) or the coarse-grained interaction (as shown by the navigation of the e-Gov Web site).

Figure 3. Examples of articulation of models for describing concerns related to the development of interactive systems: a) generic view based on the articulation of the Arch model [17] and SRK model [194]; b) instantiation of models for highlighting concerns related to fusion/fission of event in a multimodal chess game application; c) specialization of models for copying with Web architecture and user interaction with the Web browser and Web site; d) instantiation describing a particular e-Gov Web application aimed at help users to accomplish an administrative procedure online.
As we shall see in the examples above, the dialog modeling is an aspect (shared by both Web and multimodal applications) that raises fundamental questions about the interactive system behavior. Nonetheless, adaptations of models are required to find the optimal solution to a particular interactive system. Such adaptations are driven by real needs (in terms of description of the systems, evaluation of performance, communication support along the development team, automation of work, etc.) for accomplishing an engineering work.

A substantial part of my research activities have been focused in to find a balance between the reuse of existing knowledge to build interactive systems and the idiosyncrasies of particular types of applications. Along the years I also came to investigate a diverse types of interactive systems including e-government applications, e-voting systems, ground-segment systems, incident reporting systems, information visualization techniques, mobile interactive applications, multimodal applications, personal information management systems… In due time, it was possible to observe some of the connections between these diverse types of interactive systems and look for a more general perspective for the engineering of the interactive system. A general theory about the engineering of interactive systems is beyond the scope of this work, but we hope to contribute to a better understanding of what engineering interactive system is about and what are the challenges for applying, reusing and adapting methods, models, tools and approaches to support the development to interactive systems in different application domains. The identification of such challenges is aimed at setting a full research agenda for future work.

Thus, rather than arguing about the differences between application domains (and/or providing an exhaustive list of facets that can be used to characterize interactive systems), this work presents my contributions to the field by following a more holistic and yet pragmatic approach. For the purposes of illustration, Web applications will be used to support the discussions about the adaptation of methods to solve particular engineering problems that cannot be solving with more general methods. Nonetheless, to explain the adaptations, the problems are first presented in more general terms, followed by an illustration of my contributions to the Engineering of Interactive System and then discussed in terms of specialization/ adaptations that might be required to cope with the idiosyncrasies of Web applications. The choice of Web applications is not arbitrary as it also reflects my personal interests for applications in this domain and illustrates well how I have oriented my research carrier, in particular in earlier years. In addition to that, it is worthy of mention that we should not forget how influential Web technology is nowadays and therefore it would be unavoidable to include it our reflection about the engineering of interactive systems. The rest of the work is organized around four main chapters followed by a long-term research agenda as follows:

- Chapter 2 is focused on the development process of interactive systems and, in particular, user-centered design processes.
- Chapter 3 presents some challenges for collecting and representing users and how to use such knowledge to build interactive systems.
- Chapter 4 discusses the role of model-based approaches for the engineering interactive systems.
- Chapter 5 revisits methods for assessing user interfaces at the light of their potential contributions for some of the challenges developers might have to integrate evacuation outputs into the development process of interactive systems.

Each one of these chapters contains a state-of-the-art, a summary of my contributions (on interactive systems and Web applications) and it proposes a research agenda in the matter. Herein, we make no claim for covering all aspects of the engineering of interactive systems. Indeed, a discussion about architectures, programing languages, interaction techniques and platforms are notably missing in the present work. Nonetheless, these aspects are discussed in the last (but not least) chapter which is aimed at providing a long-term research agenda in the field. The last chapter also discusses some opportunities for cross-pollination of the knowledge obtained with Web applications and other types of interactive systems.
2 Development process of interactive systems

The ultimate goal of theories, methods and techniques in any engineering field is to help developers to deal with the production of quality products that are economical and timely delivered. In Computer Science, the study of development processes is often seen as a mean to understand, describe, assess, automate and improve procedures, policies and techniques used to tackle the inner complexity of the development of software products [82].

When interactive systems are at a concern, complexity is increased by the fact that the some software qualities depend upon how users perceive and interact with the system. This chapter has the ambition of analyzing software development processes and in particular those that we consider suitable for engineering of interactive systems. Hereafter we make some bold claims about the needs people that participate during the development processes (which ultimate includes end-users, clients, stakeholders and members of the development team) might have in terms of guidance to achieve the development of high quality interactive systems. The sections ranging from 2.1 to 2.4 present a summary of existing software processes and discuss some aspects that might affect the adoption of process for engineering interactive systems. The subsequent sections present respectively some of my contributions that are aimed at improving the development process for interactive systems in general (section 2.5) and more contributions for improving processes for dealing with Web-based applications (section 2.6). Lately (in the section 2.7) we propose a research agenda.

2.1 The development processes as an open box

In the last decades there is an increasing awareness of the importance of development processes as a mean to ensure the quality of products in a large sense [55]. Such awareness comes from the fact that if no explicit notion of process is in place, the development of products only can be explained as a kind of black box where only the input (i.e. the requirements) and the output (i.e. the product delivered) are known. As illustrated by Figure 4.a, a black box process does not inform the steps that lead from requirements to the final product thus preventing a systematic analysis of problems and reducing the possibilities of a transparent coordinating the activities among members of the development team; as a consequence, it is difficult to monitor the progress of the development and when the product appears at the end of the process it is often too late to care about the quality. A black box process is even worse for dealing with software products because that development process often starts with informal requirements raised by clients who are not able to translate their perception of the business world into precise requirements [112]. In the beginning of the process, software requirements are often informal, incomplete, they can be sometimes contradictory or not reflecting the customers' needs. In a black box process, there is no guidance for revising initial requirements or to introduce new requirements identified along the way.

Conversely, when an explicit process is in place we can see through complexity: activities can be decomposed into smaller and more manageable steps, members of the development team know the steps which help to coordinate their activities, introduction of errors can be prevented by applying solutions to known problems in a systematic way, and quality can be checked at every step of the process (as illustrated by Figure 4.b). Moreover, progress can be monitored and communicated to clients who can help to clarify, complete, refine and possibly revise requirements that might change during the process, thus increasing the chances that the final product meets the customers’ expectations. Thus, whilst is tempting to deal with complexity in software development by separating the product (what is visible to the client/costumers) from processes (how this quality products can be achieved), we should recognize that product and processes are intermingled because it is by controlling processes that developers can inject the required qualities of products, to reduce time to market and to manage development costs. Therefore, it is clear that to achieve quality and software correctness we have to go inside the black box, describe steps into details and make sure that the process is structured in such a way that makes the development systematic and less suitable to include errors.

![Figure 4. Overview of development process as an implicit black box (a) versus an explicit process (b).](image-url)
2.2 Development processes models\(^1\)

Every project is unique in terms of the problems that arise, the priorities and resources assigned to it, the environment in which it operates, and the project manager’s attitude used to guide and control project activities. Therefore it is not possible to settle upon a single development process that would fit all projects’ needs. Nonetheless, some models describing abstract views of the development process can help to represent the activities that should be performed and to pinpoint solutions to questions that underpin software project management [48].

It is out of the scope of this work to provide a comprehensive list of development process models but a few ones are worthy to be cited as they will help us to examine issues that we found relevant for the development of interactive systems. Figure 5 presents a selection of models that are commonly used to describe software development, which includes: the Waterfall model [203], the Spiral model [34], the Start model [102], the “V” Model [80], the ISO human-centered process [109], the agile method SCRUN [215], the IBM’s RUP [122] and the Test Driven Development TDD [24]. As we shall see, those models often focus on a particular view about the software development which dramatically reduces the complexity of real-life projects. In the discussion that follows the description of every development process model we highlight the issues that we consider as important limitations for the strict implementation of development process models, at least as they appear in the literature.

One of the most common views used for describing the development process is to present it as a straightforward lifecycle describing the sequence of steps that allows to go from initial requirements to achieved products. The lifecycle view of software development has been popularized by the waterfall model [203] which organizes activities required to build software as a sequence of steps where one step inherits the artifacts and decisions made in previous steps. Such organization is clearly inspired from manufacture production lines where production follows a well-established plan that don’t include cycles. We should note that a strict implementation of a sequential process is risky for software development because it does not allow to clarify/introduce new requirements, revise decisions, and/or fix problems found in latter steps of the process. For that, Royce [203] proposed possible variants allowing to go back in the process. One of this variations presented by Figure 5.a, includes return for revising artifacts and decisions made in previous steps. Models based on a lifecycle, like the waterfall model, depicts an idealized process which is based on the assumption that the human process can be standardized once for all. The description of well-defined steps helps people to organize the documentation, the artifacts produced and how to report it afterwards. Nonetheless, as pointed by Parnas [177], lifecycle models are useful abstractions that are unsuitable for describing actual software development activities that rarely occur in a linear form so that they can only be considered valid for describing a process run \textit{a posteriori}.

A closer look on actual developer’s activities will reveal that many iterations are often necessary to mature design ideas and to explore design alternatives; such observation contradicts a linear view of software development based on straightforward sequence of steps. The spiral model [34] presented at Figure 5.b is one of the most emblematic processes that highlights the evolving nature of software development. The spiral model is described as a cycle made up of four generic steps encompassing the \textit{definition of objectives}, \textit{evaluation of alternatives}, \textit{development} of ideas, and \textit{planning of the next steps}. Those steps are articulated to produce incremental prototypes. Many cycles might be required to achieve a final product but every cycle bring additional knowledge about the requirements thus allowing to adjust the product to meet the client expectation. The central role played by incremental prototypes in the process encourages the exploration of many design alternatives, thus breaking the basic assumption of linear models such as the waterfall model that states that the outcomes of a development process is a single product and the end. The spiral model helps to explain the evolving nature of software development however the level of traceability required to follow the evolution of ideas and artifacts produced along the process might overburden the development team with activities that costly and unbearable for most projects.

When quality control is a concern, we can identify two possible alternatives views: the first is to adopt continuous evaluation of artefacts; the second is to focus on quality control of the final product before delivery. Whist these views are not contradictory, they have strong implications with respect to the way of activities are organized in a development process. Most of the development processes models adopt either one or another view rather than to employ both strategies for quality control [112]. These two views are better illustrated by two different models, respectively by the star model [102] and by the V-model [80][148].

\(^1\) The term \textit{model} usually refers to an abstraction representation of the real world thus reducing its complexity to the aspects that really matter for the resolution of specific problems. Models of interactive systems contain information that is useful to build a software, for example system’s core functions, user’ tasks, etc. A full description of models that we consider useful for engineering an interactive system is presented at chapter 4. Nonetheless, in this chapter we also employ the term \textit{models} to refer to abstract representation of the process that leads to the development of an interactive systems. To avoid any possible misunderstanding with other types of models, we adopt in this chapter the expression \textit{development process models} when we refer those models describing the development process. The word \textit{models} alone should be understood in a broad meaning. In a similar way, specific models will always be assigned with a complement that indicated the scope of information covered by the model, for example \textit{task models} is used when mentioning abstract representation of the user’s tasks.
Figure 5. A samples of models commonly used for describing software development processes.

a) Waterfall process (Royce, W. W., 1970)

b) Spiral model of the software process (Boehm, B. 1986)

c) The star model (Hartson & Hix, H., 1989)

d) V-model (Forsberg, K., Mooz, H., 1991)

e) Standard for human-centered design processes for interactive systems (ISO 13407, 1999)

f) SCRUM skeleton (Shwaber & Beedle, 2002)

g) Rational Unified Process – RUP (IBM, 2003)

h) TDD approach to software development (Beck, 2003)
The star model (Harston & Hix, 1989) [102] is aimed at achieving quality control through continuous evaluation of artifacts produced along the development process. As depicted at Figure 5.c, every activity should be subject of an evaluation. The number of evaluations is not fixed in advance so that multiple evaluations can be performed in a loop for improving artifacts produced in a particular step. It is worthy of notice at Figure 5.c that multiple arrows are depicted to indicate the many possible entry points to the process. On one hand these multiple entries allowed by the start model might give some flexibility to start whenever it is more convenient but, on the other hand, they provide little guidance for streamlining the process. Moreover, the star model does not clearly state which evaluation methods should be used but we can assume that different assessments are run according to the artifacts available. Despite the fact that continuous evaluation can help to improve quality control we should recall that systematic evaluations might be cumbersome, costly and delay the development process as a whole. Evaluation of artifacts produced (ex. use cases, specifications of user tasks and of the systems, prototypes, etc.) help to ensure quality control along the development process but it don’t guarantee defect-free products at delivery.

The V-model [80][148] is one of those development processes that is clearly concerned by the quality of products at the end of the process. For that V-model model separates steps of design/specification and evaluation in two branches that are connected in a V-like shape, as presented in Figure 5.d. The branches are connected at the step of coding/implementation. Every step of design/specification is paired by a step of evaluation which obliges the crosschecking of every artifact and decision made during the development process. However, evaluations always take place once the implementation is achieved. The main inconvenient of such as a process is that correction of errors and/or the inclusion of new requirements will force to return to the beginning of the cycle. Some variants of the original V-model explicitly show connections between the paired evaluation and design/specification phases so that it is possible to return to the steps where the problems should be fixed, instead of going back to the beginning. In that configuration of evaluation steps, the V-models help to make sure that every part of product (artifact, documentation, etc.) has been validated. The V process it obviously unsuitable for continuous quality control but it remains popular in projects that are concerned by certification of the final product.

As previously shown in Figure 4.b, development processes are meant to transform client/costumers requirement into products that fulfill user’s expectations. So that is sensible to ask how users’ needs are taken into account along the development process. The ISO 13407 standard for human-centered design processes for interactive systems [109] (also known as user-centered design – UCD process) tackle this issue by placing users at the center of the development process as depicted by Figure 5.e. The overall process is defined as iterative and supported by incremental prototypes that are expected to evolve and ultimately lead to the development of a final product. The process makes bold claims about the importance of multiple iterations, which should stop only when users and organizational requirements are met. Some of these features (ex. multiple iterations and use of prototypes) resemble some aspects of the spiral model but one of the particularities of the UCD process is to emphasize the continuous focus on users throughout the development process. Indeed, all steps recall for keeping a users’ point of view. It is interesting to notice that the UCD process does not inform how to involve users, clients and stakeholders in the process, it does not even counsel methods and/or artifacts for identifying and assessing the design.

The focus on clients and on developers is clearly identified in agile methods [23][136] such as SCRUM [215] and extreme programming [22]. Figure 4.f presents a look at glance of the SCRUM development process also called skeleton. In that process, requirements issued by the client are recorded in a product backlog which is known of all the members of the development team. The work required to produce the software product is organized around several short cycles (the so-called sprints) of three to four weeks. Each cycle focus on one functionality described in the backlog and it encompasses steps of development and evaluation of the software with the clients. Clients are kept in the loop and adjustments can be done at the pace of sprints. The SCRUM method also introduce guidelines to organize the work such as the 24 hours cycles (i.e. the daily SCRUM) which are aimed aim synchronizing the activities and improve the communication among the members of development team. Agile methods became fashionable in the last years probably because short cycles of development and evaluation match clients and developer’s needs from fast feedback and visibility on the progress of the project. Nonetheless, the add-valued for improving the overall quality of product is debatable. As far end-users are not the focus of the process, it is difficult to claim that the use of agile methods per se has an impact on the usability of the final software [40]. Moreover, as the underlying principles of agile methods refuse the use of models, artifacts and methods for specifying the software, they leave developers of no means for controlling the reliability of products and even development progress might be hard to follow beyond the advancement of tasks in the backlog.

Models that describe information about the system to be built can contribute in many ways to the development of computing systems for example by reducing ambiguity of requirements, documenting the design and support the communication among members of the development team [64]. In the last decades numerous modeling languages have been proposed to support the design and the development of complex software systems. Quite often, a method featuring a development process follows the description of modeling language. The Rational Unified Process

---

2 See chapter 4 for further information about models for engineering interactive systems.
(RUP) is an example of model-based development process that make extensive use of models described using the Unified Modeling Language (UML) [122]. In RUP, use case models that provide a functional view of user requirements are central because they are used to support subsequent development of other models describing the inner system core (ex. class diagrams, state diagrams, etc.). The RUP process consist of iterative cycles of four main phases where each phase has one key objective and milestone at the end that denotes the objective being accomplished. RUP phases are related to the so-called disciplines that are actually the tasks to be performed. The relationship between phases and disciplines can be visualized in a RUP hump chart as illustrated by Figure 4.g. Nonetheless, it would be inaccurate to consider that the RUP provides a seamless flow and consistency between models just because it is advocating a series of iterations in a well-organized phase plan [183].

The research around model-based approaches started with the 80’s computer-aided software engineering (CASE) tools. However, after the publication of RUP in 2003 a multitude of development processes based on models have been proposed and diversely categorized [199] as: Model Driven Engineering (MDE), also called Model-Driven Development (MDD), when models are considered the primary artifact of the development process and used to (semi)automatically generate the implementation; the term Model-Driven Architecture or MDA [55] is the OMG’s particular vision of MDE that relies on the use of OMG standards; and Model-Based Engineering (MBE) or Model-Based Development (MBD) when software models play an important role although they are not necessarily the key artifacts. These terms are prone to confusion and the discussion between the advantages and inconvenient of each model-based development paradigms has been fierce in the industry and in the research community. It is interesting to notice that discussion also involve partisans of agile methods that are against the use of any model.

Model Driven Engineering [213] is based on the combination of two main technologies: domain-specific languages (DSL) whose function is to formalize the application structure, behavior and requirements within a particular application domain; and transformation engines and generators which are tools dedicated to analyze certain aspects of models and then synthesize various types of artifacts which ultimately include the source code of the final application. MDE approaches employ three types of models: platform independent models (PIM) which should be combined with platform models (PM) and then transformed to obtain the platform specific model (PSM) which serve as inputs to transformation engines and generators to build the final application. On one the main criticism is that to get the full benefits of MDE, everything should be a model, which for interactive systems implies to describe humans and their surrounding environment. Moreover, MDE approaches promote the use of information contained in models to automatically generate the user interface of interactive systems. Whilst the generation of the user interface might be suitable for a few applications, mainly those which are based on simple interaction such as filling Web forms, we claim that it might remove all creativity that could be associate to the development process [159]. Moreover, model-driven development processes focus on models, which dramatically implications for fostering the communication with client, users and other members of the development team. Indeed, rapid prototyping disappear in that process because the construction of a prototype also require modeling, which slow down the whole process.

Any development process that relies on models but does not follow the generative path imposed by MDE could be classified as MBE. We consider MBE much more flexible because it does allow to combine models with informal artifacts and it favors prototyping activities, which we consider the most appropriate approach for building interactive systems. Therefore, many modeling methods can be referred as MBE and the utility of such model-based approaches for engineering interactive systems is conditioned by the inner characteristics of models (such as scope and expressiveness power of notations) as well as the way models are meant to be used (i.e. details about the method) along the development process.

One of the trickiest problems for most of developers is to test the code produced. Testing the software demands considerable effort but they this is downright dangerous to skip it [150]. Test-driven development (TDD) [24] is a software development process that relies on the repetition of a very short development cycle where, at first, the developer writes a failing automated test case that defines a desired improvement or new function, then produces code to pass that test and finally refactors the new code to acceptable standards. An overview of this approach is illustrated at Figure 4.h. TDD is related to the test-first programming concepts of extreme programming, begun in 1999, [22] but more recently has created more general interest in its own right [24]. TDD is primarily a developer’s tool to help create well-written unit of code that correctly performs a set of operations. In order ensure that requirements are well-defined, it has been proposed another process called Acceptance Test-Driven Development (ATDD) which is a tool supporting the communication with users and the client. ATDD is also sometimes called Behavior-Driven Development (BDD) [11]. The overall idea behind ATDD/BDD is to write structured narratives and scenarios using plain English language which can be understood by all. Conversely to TDD, ATDD/BDD does not require automated testing but some specialized tools can covert ATDD/BDD scenarios into TDD scripts. The practices of development are worthy of mention because they help developers to ensure that they code is correct with respect to the tests specified. In this sense, the practice of testing the code might ensure overall quality of the software code but does provide a low-level view of the overall activity of the software development. Another limitation factors is user’s requirements are only described through ATDD/BDD scenarios, which can hardly take into account all the complexity (and possibly the multiple execution paths) of user interaction with the system.
2.3 Diversity of development practices across application domains

Some application domains have idiosyncrasies that require the development of domain-specific development processes. Figure 6 illustrates the diversity of development practices in four applications domains: Web sites, games, airborne systems and safety systems.

Many application in the Web domain are unique in the sense they require regular maintenance to update contents, refreshing visuals... and all these changes affect the user interaction with the system. The development process proposed by Scapin et al. (2000) [208] recalls that Web sites continue to evolve even when the first cycle of development is complete. An adapted version of the Web development process shown in Figure 6a three paths for dealing with the evolution of Web site: updating contents (which affect the design of page pages), refactoring (with changes in the code) and revamping (when new requirements are introduced leading to a major new release).

Quite often, a successful game development company does not disclosure any information about the software development process used. Novak [165] reports on a mixture of concepts and methods that support iterative development for games featuring three main phases. Figure 6b presents an abstract view of a game development process. We do not have represented the iterations but we must distinguished that, in the pre-phase the iterations occurs in a typical UCD life cycle using prototypes, in the main phase the interactions are similar to the V-model and, in the post phase the interactions are closer to the agile processes. It is also interesting to notice that this process include steps that we don’t see in other applications domains, for example: the localization (when games that are aimed to be delivered to different markets), alpha phase (when the a game is playable from start to finish allowing different evaluation methods to be applied to better understand aspects like fun, playability and user experience) and beta phase (whose main goal is to fix bugs and promote fine-tuning of the user experience). Games development might have some additional milestones for example, when the product is developed for special consoles, the release candidate is tested and evaluated by the game console manufacturer.

In safety critical systems several quality such as reliability, fault-tolerance and security, deeply influence the development process. But usability should also be regarded as a critical factor especially when 80% to 90% of accidents in industry are attributed to human error [206]. One key element of the development process of safety critical systems is the certification phase that involves an external organization who is charge of assessing the process. Figure 6c presents a safety process which include the details about the certification activities. It is important to note that the certification phase is more prominent when the system involve citizens. A typical aspect of safety critical systems is the fact that standards processes are available and should be followed. Figure 6d describes the standard DO-178C for airborne systems [191] while Figure 6e presents another standard, the IEC 61511 dealing specifically with safety issues.

In Figure 6, the following types of contents are illustrated: system requirements (yellow), software requirements (green), software design (blue), test cases (light red), test procedures and test results (light blue) and maintenance (red).

Figure 6. Example of domain-specific processes: a) Web, b) games, c) aerospace and d) safety system.
2.4 Development processes for engineering interactive systems

Nearly all software nowadays is operated by humans, most of development process do not focus on users and their activities [63]. This is the case of the waterfall model [203], the spiral model [34], the V-model [80] and RUP [122] that are centered on the system and do not contain any step related to understating human activity. This is also the case of the standards of DO-178C [191] the IEC 61511 [107] which are concerned by the certification. Agile methods such as such SCRUM [215] and TDD [24], mistake users by clients, which from a user-centered design perspective is misleading as client do not necessarily interact with the system they contract. Whilst clients might provide important requirements, end-users are more likely to inform the design with requirements grounded on their daily activities. The Start model [102] and the ISO human-centered design process [109] promote the use of prototyping and evaluation as a mean to keep users in the loop and this practice is borrowed by in the domains of Web [208] and games [165]. Nonetheless, many development process models fails to describe how developers should make the transition from understanding users’ needs to building suitable products. It is interesting to notice that the development of interactive systems requires the interpretation of users’ requirements (which are often informal) and their subsequent translation into some kind of artefacts (such as models and/or code) that should be used for building the systems. Thus, if developers don’t have the appropriate tool support and the methodological guidance, they might fail miserably into the building suitable products. The focus on user analysis, prototyping and evaluation are traditional steps in user-centered design processes [63]. In addition to that, we understand that the development processes for engineering interactive systems is an activity driven by humans too, for that members of the development team should collaborate among themselves and use appropriate tools [242].

In previous work [170] we have examined the discrepancies between development process for games and safety critical systems. Despite of the specificities of the two domains it is surprising to find a set of similarities: both domains share the approach that usability as a factor of the interaction with the system might be less important than other software quality factors. Both domains have a set of additional development phases and usability evaluation is typically quite heavy in terms of infrastructure. Being interested in the domain dependent adaptation of usability evaluation, the domain of safety-critical system and the domain of games are promising candidates to understand how usability evaluation methods must be adapted to better fit the domain.

We suggest that the comparison between domains might help to improve development process, although it doesn’t seem realistic to expect that a single development process model could deal with the diversity of constraints across diverse domains and the cultural practices already in place. Our experience in the field, lead us to suggest that some activities performed during the development process can help to engineer better interactive systems:

- **Analysis of the users** of the system to be built. Many methods exist for knowing the users (see chapter 3). But the users and their needs evolve so that such as analysis should be a continuous activity in the development process rather than a snapshot phase in the beginning of the process;

- **Prototyping the user interface**. We assume that prototyping is a cost-effective mean to support the exploration of many design alternatives for the user interface. Prototypes are excellent communication tools that can be used as a *lingua franca* with users, clients and members of the development team. Iterations with prototypes has been proved an efficient strategy to tune requirements for the user interface. This recommendation implies that the development process must include iterations around prototyping activities until the design is considered suitable for implementation;

- **User interface modeling**. Appropriate models can help to foster the communication of users’ requirements and promote a smooth transition between informal requirements and artifacts used to represent the users and the system to be built. For example, task models, have been demonstrated very helpful for describing users’ tasks (see section 3.1) but many other models describing the aspects of interactive systems such as dialog models can also fit the bill (see chapter 4 for a full account about models for engineering interactive systems). Other good reasons for using model-based approaches include: to automation of tasks (guiding for developers), ensure the transition of artefacts between the phases of the development process, support the certification and verification of artifacts produced along the processes.

- **Evaluation with users** of prototypes and/or final systems. For that users should be allowed able to face the prototypes and tell whether or not the proposed solution fits their needs and expectations. It is important that empirical information obtained from users could be traced back to the user interface and, as much as possible, to any other artefacts used to produce the system.

- **Guiding the development team** throughout the process. We assume that understanding user’s needs is an important thing, but the development team might also be guided during the translation of user’s needs into the artifacts required to build the systems. For that, the development process must include a detailed description of activities they should undertake to that the artifacts (and the final systems) correspond to the users’ needs.
2.5 Contributions for improving development processes of interactive systems

As far as the development process is a concern, my contributions focus on improving existing development processes rather than proposing completely new ones. The rationale behind is that the development processes models are aimed at explaining how problems can be solved; thus if activities required to accomplish a job are not described (or incompletely described), people might forget to do the job or do it in unexpected ways. In every project which we have been involved with, we looked upon the procedures usually applied in domain and then try to make them understandable as much as possible. In doing this, we try do not neglect solutions that might exist in other application domains, as discussed in [170]. Hereafter I present three examples of our contributions in the matter. The first contribution refers to the development of micro processes that are aimed at helping to ensure the coherence between models in a model-based approach [139]. The section 2.5.1 start by explaining the role of macro and micro development processes for engineering, and then explain two micro processes. The second example describe how we have integrated training activities as part of a model-based development process for safety critical systems. The last example investigate development process models for describing the collaboration between Web site owners, third-party developers of Web augmenters and end-users.

2.5.1 A micro processes for assessing the compatibility between interactive system models

It is interesting to notice that development process models have diverse degrees of details, for that we propose a distinction between macro-steps (that provide a global overview about the process) and micro-steps (that are aimed at providing details on how to accomplish specific tasks in a particular step) that guide developers along the development process of interactive systems. Figure 4.b presents an abstract view of the development process which is organized with two levels of details encompassing macro steps and micro steps. The so-called micro-steps refers to part of the process used to inform developers which deliverable should be produced, how problems should be solved in a systematic way, and how quality can be controlled in specific steps of the development process. We call macro-steps those that are used to address parts of the process that are aimed at providing a coherent view of whole without providing details of how tasks should be performed by members of the development team. Development process models presented in section 2.2 are good examples of process that only contain macro steps. Those processes provide a big picture but they lack of details for describing how activities should be accomplished, which is the role of micro steps.

Figure 7 illustrate two micro processes that should be understood as a sequence of micro steps that can be used in a model based-approach. Figure 7.a presents a micro process that is aimed at maintaining the consistency between task and systems models and Figure 7.b presents its variation when interruptions models are used to assess the impact of interruptions. Both processes are generic enough to accommodate diverse modeling notations. Moreover, it does not impose any particular method but they describes the steps that are considered necessary to get the job done. The micro process shown in Figure 7.a have been demonstrated flexible enough to allow its application to the development of many systems that require integration of tasks models and systems models such model-based training [141]. The micro process shown in Figure 7.b recalls that, interruptions might affect the performance of both users and the systems, for that an interruption model must be added to simulate the disruptive effect of interruptions when conceiving interactive systems [173][259]. The micro process are not competing and can be jointly used in conjunction of a macro process that is also built upon the premises of model-based development of interactive systems.

We assume that macro and micro steps are complementary in a development process. Currently, there is very little work trying to analyses the individual function of micro steps in development process. A few examples exist, but they are often associated to a particular modeling method which difficult the analysis and generalization of process. We suggest that the articulation between macro and micro steps is certainly an interesting path that should provide insights for future research in the field of engineering of interactive systems.

Figure 7. An iterative model-based design life cycle using both task and system models.
2.5.2 Including training as part of the development process

Operation of safety critical systems requires qualified operators that have detailed knowledge about the system they are using and how it should be used. Instructional Design and Technology intends to analyze, design, implement, evaluate, maintain and manage training programs. Among the many methods and processes that are currently in use, the first one to be widely exploited was Instructional Systems Development (ISD) [229] which has been further developed in many ramifications and is part of the Systematic Approach to Training (SAT) [106] instructional design family. One of the key features of these processes (at least when they are refined) is the importance of Instructional Task Analysis, particularly the decomposition of a job in its tasks and sub-tasks in order to decide what knowledge and skills must be acquired by the trainee.

In order to design such training programs and thus to improve human reliability we have proposed a systematic approach using model-based approaches currently used for interactive systems engineering. This work has been developed as part of the PhD thesis of Célia Martinie which I have co-supervised (2011) [137]. A synthesis of the proposal is described in Figure 8 where we explain how task and interactive systems modeling can be bound to job analysis to ensure that each trainee meets the performance goals required. That development process model integrates steps commonly present in process used in the HCI and safety critical domains, including: i) tasks analysis and task modeling as a reference model that binds all phases of the development process; ii) prototyping and subsequent formal modeling of the interactive system; iii) quantitative evaluation of user performance; iv) development of training program as part of the development process; v) traceability of requirements. One of the specificities of this proposal is to build the training program based on artifacts also used for building the system such as the task models, the formal specification of the system and the user interface prototypes. This development process has been duly illustrated in a case study for building a training program for operators of satellite ground segments, which is based on and compatible with the Ground Systems and Operations ECSS standard [141].

![Figure 8. Development process for critical systems including training activities (Célia Martinie. 2011 [137]).](image-url)
### 2.5.3 Development processes for integrating diverse expertise

The development of Web sites is a complex and time-consuming process that usually involves different kinds of expertise from individuals who must coordinate their activities to achieve an application that will fit to evolving needs of a (often) large and varied audience [256]. But in the last decades, we could observe the introduction of Web components (the so-called Web augmenters) that can be developed independently of the Web site and then applied to existing Web sites to adapt the original contents and/or the design. The PhD thesis of Sergio Firmenich (2013) who I have co-supervised at the Universidad de La Plata (Argentina) [71] investigates the development of Web augmenters. That work not only includes a complete study about the development processes for building Web augmenters [73][74] but also describe the development processes describing how to combine Web augmenters to orchestrate complex procedures [75][76]. For the work presented at the International Conference on Web Engineering (ICWE 2011) [74] we receive the best paper award.

It is interesting to notice that the introduction of Web augmenters reduce the control that developers and Web site owners had over the content delivery to the users. Indeed, web augmenters can be built by third party developers and installed by end-users without the consent of Web site owners who are excluded from the adaptation process. Thus, more recently we have started to investigate strategies for introducing Web augmenters in the practice of traditional Web development. We have found out that all existing adaptation strategies remarkably fail to provide collaboration between actors involved [72]. For that, we present a negotiated approach for Web adaptation which relies in three basic principles: first, all actors must find advantages in the collaboration; secondly, actors must collaborate; last but not least, tooling is essential to incite actors to collaborate. The negotiated approach also implies that a kind of commitment can be reached and for that, actors must collaborate. Close collaboration and commitment often demand the implementation of coordination and communication tasks, which require additional resources (in particular in terms of time and cognitive effort to maintain relationships running). To prevent that additional coordination and communication tasks come to plunge the advantages of such collaboration, the negotiated approach proposes that actors can work independently (as much as possible) and only perform the tasks for which they might foresee a direct advantage. To support such a light-tight collaboration, we rely on a distribution of task among the participants and the existence of appropriate tool support as presented in Figure 9.

The work presented in [72] raises interesting research questions that are of practical and theoretical importance for the development process models in the context of Web applications, such as: In which extension end-users are able to compromise and collaborate with Web site owners and communities of coders? How to describe in the processes user’s needs that require adaptation of Web sites evolve overtime? How to prevent those communities of coders can damage the presentation of Web site contents? How to improve trustful relationship between users that have different interests in the adaptation of Web applications? How to ensure long term compatibility between Web sites and external scripts? Whilst these question are quite specific for the development of application in the Web context, we don’t exclude the possibility that they might influence development process in domains such as mobile applications and games.

![Figure 9. Tasks allocation in a negotiated adaptation based on a Web augmentation approach [72].](image-url)
2.6 Challenges for improving processes for dealing with Web applications

In spite of the apparent facility to build Web pages given by current visual environments, the development within the Web is complex [243]. The main reasons include the fact that Web applications require regular maintenance in order to update page content, to follow a particular business workflow, to include new features for supporting new tasks and/ or users, and so on. Besides, Web development is often performed by several people (from different backgrounds such as graphics designers, marketing, and editorial) at a time and thus in a parallel manner. Another important feature of a Web project is the time to delivery or to update that can be as short as few hours. Designers can change their design almost immediately, which makes Web development projects highly evolutionary in nature. Moreover, the term Web applications is fuzzy in the sense at might refer to many different kind of applications over the Web (for example such as Web sites, service-oriented Web sites, data-intensive Web applications and Web information Systems…) and different types of Web applications might different types of development processes. Thus the challenges for investigating development process for Web applications, in the broad meaning of the term, are many. Nonetheless, we suggest that there are four major challenges that affect the development process in the domain: the diversity of platform on which Web applications can run, the need of frequent updates, the diversity of audience, and the diversity of participants in the development process with does not exclude the possibility that users might directly contribute with contents and developing parts of the application in an end-user development approach.

One of the main challenges for building usable Web applications is that the rendering of the application delivered to users might change across the client Web browser. This problem exist since the origins of the Web. A minimum of interoperability is ensured by W3C standards such as HTML 5 [239] but it does not solve everything. Indeed, interoperability has decreased with the diffusion of smartphones that integrate a lightweight Web browser. To make Web applications run on smartphone, developers have to provide a mobile version of the Web site. The term responsive design was coined to address the issues related to the adaptability of Web application across platforms, from desktop to smartphone. Currently make strategies for developing responsive Web application have been proposed [264]. Nonetheless, very little has been investigate so far with respect to the development process leading to the production and the maintenance of responsive Web applications.

Web applications need frequent maintenance, and every time developers touch the code source they might introduce errors, usability/accessibility flaws. The existing solutions to this problem enforce completely different approaches for the development process. One of the solutions is to employ tools based on guidelines inspection to check whether or not errors have been included after each update [198][268]. Another solution consist in to employ an integrated development environment (IDE) for developing Web applications which will prevent that the code contain errors [267]. Both solutions might work but the inner development process enforced by them have a huge impact on the activity of people involved.

It is very difficult to seize the audience of Web sites at first. Then when an application becomes successful there is a huge amount of users adopting it (we might call it viral), at least for while… With new users, comes new requirements that have not foreseen in the first cycle of development. To keep users connected Web site might be tempted to integrate personalization features as part of the development process. Current Web personalization approaches usually suffer a boundary problem, since most, if not all, work in an individual application basis. When a user needs to deal with two or more applications for performing a particular task, he will face differences in the personalization approach for each of them (if any). Another drawback of personalization mechanisms is that, specified by application’s developers, do not necessarily may foresee the requirements of every single application user. Currently, we don’t have any development process that guide developers towards the resolution of problems associated to the introduction of personalized features in Web sites. We suggest that this problem could be addressed in the future by looking at existing solutions in the field of gales;

One of the most interesting facets of Web evolution is the end-users interaction with Web content. At first, users could only browse through contents provided by the web site. Later, users could actively contribute with content by using tools (e.g. CMS, wikis) embedded into the web site. More recent technologies provide users with tools allowing them to change the way Web content is presented. For example, using visual Mashups, users can compose content hosted by diverse web sites and they can run Greasemonkey scripts to change third part web applications by adding content and/or controls (e.g. highlight search results in Amazon.com which refer to Kindle) [74]. These tools built under the concept of Web augmentation [71] extend what user can do with Web content but they provided limited support to tasks that require navigation on multiple Web sites. Regardless the extension in which end-users contribute with contents and/or with the personalization of the Web site, we should not neglect the fact that they are active participants that must be considered by development process. Thus development process models should be able to describe in which extension end-users contribute, how and when their participation is required along the process, how conflicts can be solved when different actors of the process (ex. marketing, designers and end-users) don’t agree with the development… We assume that if end-users are recognized as actors taking place in the development process, it would be possible to envisage new strategies of development of interactive systems for the Web.
2.7 Research agenda

Modern interactive systems should be characterized as complex systems for (at least) two main reasons: first of all, interactive systems large entities comprising many components with the capability of handling multiple threads of dialog with users and, in many cases, through many communication channels [66]; moreover, the development of interactive systems require diverse skills (ex. on software development, graphical design, databases, network communication, human factors...) for that a multidisciplinary team must to cooperate [256]. Faced to such complexity, members of the development team need help to coordinate their activities and develop quality products in an economic and timely fashion. For that, we cannot conclude this presentation of development processes without recalling that software development is in fact a human-centered processes where creativity and autonomy play a crucial role [82].

For many years software development process have been considered socio-technical systems, where organizations and humans have a key role to be supported by technology; thus the improved performance is the result of a proper interplay between social aspects and technology [226]. As a consequence, most of activities occurring during the development of interactive systems cannot be fully automated. There are, indeed, certain activities where prescriptions and automation are useful, but it is impossible to force the adoption of a rigid and predefined patterns and procedures. In general, the development of interactive systems is a complex process in which is not possible to enforce a step-by-step compliance with a predefined model. This is one of the main drawbacks against the canonical software development processes presented in this chapter.

We assume that the research aimed at improving development processes can only be achieved by understanding technological constrains and socio-technical barriers that might prevent people to change the way they actual deal with the development of interactive systems. However, we also assume that comparing practices of development across application domain might help to find suitable solutions for enforcing a change. In a short run, our research is concerned by the investigation of how user-centered development processes and in particular the following topics:

- Integrating model-based development using prototypes in a User-Centered Design process. This topic is covered by the PhD thesis of Jean Luc Hak, started in September 2015, which I act as co-supervisor. The primary goal here is to investigate tool support for the creation of prototypes that are formally described using a user interface ontology. We are concerned by the underlying process that guides the prototyping activities, such as the iterations among cycles of design and evaluation, decision-making based on prototypes and prototypes evolution that lead from initial prototypes to final products. Doing so, we expect that developers would be able to justify the final prototype before the implementation, to monitor and document the prototyping activities by covering each prototypes produced. We also expect that this approach would help to improve the communication using prototype for bringing new ideas, for assessing alternative solutions or for detecting problems in earlier phases of the development process. The ultimate goal of the thesis to improve the communication during the development process. We raise the hypothesis that we can help the development team by proposing better communication (annotations and traceability of design choices) and development features (versioning) that fits the UCD practice.

- Investigating the potential of cross-pollination of agile methods, and in particular test-driven development process (TDD), in a User-Centered Design process. This topic is covered by the PhD thesis of Thiago Rocha Silva, started in September 2014, which I act as co-supervisor. This PhD thesis is concerned by methods that could make a compromise between the advantages of agile methods (ex. fast speed in the development process, active involvement of client and end-users, etc.) and model-based approach (ex. unambiguous specifications, automated software test against pre-defined requirements, etc.). For that purpose, the PhD thesis explores the use of methods for formalizing end-users requirements which could be attached to artefacts (such as task models, prototypes...) of the user interface of the software being developed. The specific goals of this PhD thesis include: i) to develop a model-based approach for supporting automated or semi-automated verification of end-user requirements; ii) to support the communication and collaboration between all participants in the development process of Web applications, including designers, developers, clients, etc., and iii) to investigate mechanism for using models in fast cycle of the development processes, as defined in agile methods. The focus of this work is the members of development team. We expect to find solutions to help them to cross-check end-users requirements along the many artefacts they use to build interactive systems.

We are going to pursue our research by comparing strategies for developing interactive system across diverse domains. We truly believe that by understanding the good practices of developers in a particular domain can help to find generic solutions to problems of software development, and in particular interactive software development. We don’t expect to define a revolution macro development process that would fit all the idiosyncrasies of all projects, but we hope that we could find solution to micro development process that help the development team to understand the problems they are facing and how to solve them. In a long run, we expect to be able to characterize such as micro development process and then propose specific usages across application domains.
3 Users and the engineering of interactive systems

Users of interactive systems are human beings who, conversely to computing systems, cannot be programmed to systematically behave in a particular way. So if interactive systems are aimed to be effective and reliable they should be able to cope with the idiosyncrasies of users’ abilities, wishes and needs. Knowing the users and knowing how to employ such knowledge about users during the development process of interactive systems is therefore essential. This chapter is aimed at describing models for representing the knowledge about users and how I have employed them in my research. The chapter starts by a view at glance of the literature followed by my personal contributions in the matter and a research agenda.

3.1 State-of-the-art on approaches for representing the knowledge about users

In the early eighties, the birth of the field of Human Computer Interaction (HCI) witnessed a vivid interest in models of user cognition, knowledge, and problem solving strategies. A clear ambition of that era was to shape design processes around the elicitation of such knowledge and its application in the design of user interface software. In the subsequent years, several approaches have been proposed to seize the human characteristics that might contribute to the development of interactive systems. Figure 10 provides some dimensions that we use hereafter to explain the most frequent approaches found in the HCI literature. This classification above includes analytical models (e.g. human models and task models) that are used to explain and/or reason about human behavior and activities, stereotype-based models that encompass techniques for describing humans as users of interactive systems, and empirical models that cover several dimensions used to portray users.

Figure 10. A classification of approaches for representing users’ characteristics.
It is interesting to notice that the dimensions presented in Figure 10 are orthogonal and, to be effective in real-life projects, they are often combined; for example a subset of features can be used to portray either individuals or group of users through the means of personas whose tasks can be represented by task model. Notice that some branches are expanded to illustrate subsidiary questions related to the design of interactive systems, for example, focus on individuals might lead to questions related to identity management and personalization. The list of approaches discussed in this chapter is not exhaustive but it covers the most prominent contributions to the engineering of interactive systems.

3.1.1 Analytical models

Human models and task models are part of the theoretical core knowledge in HCI. These two categories of models share the focus on generic users (as human being) rather than on individuals, which are more generally the subject of profiling techniques.

Most of human models, such as the Model of Human Processor (MHP) [43] which has been influential to development of theories and task models such as GOMS [115], come from the research from Cognitive Psychology started in the 1980s. Fitts’ law [76] is an exception, but its accuracy to predict human movement has been proved by experimental user studies. These and many other human models constitute the core set of theories used in HCI to explain cognitive process and user behavior triggered when users try to communicate with interactive systems [63]. A complete survey of human models is out of the scope of the present work. Nonetheless, we provide here a brief account of a few models (i.e. Norman’s Action Theory [164], Interacting Cognitive Subsystems (ICS) [11] and Rasmussen’s SRK model [60]) to illustrate and support the discussion of the relevance of human models to the engineering of interactive systems.

The Action Theory of Norman, or Norman’s cognitive model [163][164], explains the gulfs that exist in the communication between users and systems; i.e. the execution gulf and the evaluation gulf. The execution gulf is the effort required for a user to express an intention in terms of commands or instructions. In other words, the gulf of execution is the difference between the intentions of the users and what the system allows them to do or how well the system supports those actions. The evaluation gulf refers to the way the results provided by the system are meaningful or understandable by the users, and in accordance with their goals. In other words, the gulf of evaluation is the degree to which the system or artifact provides representations that can be directly perceived and interpreted in terms of the user’s expectations and intentions. Thus, if the system does not “present itself” in a way that lets the users derive which sequence of actions will lead to the intended goal or system state, or infer whether previous actions have moved them closer to their goal, there is a large gulf of evaluation. Overall, the gulfs of evaluation and of execution refer to the mismatch between our internal goals on the one side, and, on the other side, the expectations and the availability of information specifying the state of the world (or an artifact) and how we may change it. As suggested in [47], this model can be used as a premise for analyzing the semantic distance and articulatory distance created by the user interaction with a system.

Interacting Cognitive Subsystems (ICS) [11] describes how input and output signals conveyed by communication channels (e.g. audio, visual, and sensorial) are processed by human’s brains and body. It is a comprehensive model of human information processing that describes cognition in terms of a collection of subsystems, each of which process different mental representations. There are three sensory subsystems (visual, acoustic, body state), four central subsystems composed of two structural subsystems (morphonolexical, object) and two meaning subsystems (propositional, implicational), and two effectors subsystems (articulatory, limb). These representational subsystems are supplemented by peripheral somatic and visceral response systems. Each subsystem also contains transformation processes to convert incoming data to certain other mental codes. ICS model takes into account the fact the information processing in subsystems are not symmetrical and they might suffer transformation. For example, visual information is not directly translated into the so-called propositional code but must be processed via the object system that addresses spatial structure. Although in principle all processes are continuously trying to generate code, only some of the processes will generate stable output that is relevant to a given task. The applicability of ICS is somewhat limited but it becomes relevant for analyzing low level (almost physiological) user interaction with multimedia and multimodal systems.

The SRK model [60] describes human performance in terms of Skill-, Rule- and Knowledge-based behaviors. Skill-based behavior refers to routine activities conducted automatically and do not require conscious allocation of attentional resources; such behaviors are triggered when human performance is determined by stored, preprogrammed patterns of instructions. Rule-based behaviors are activities controlled by a set of stored rules or procedures. The distinction between skill-based and rule-based behaviors depends on the attention and training level of each individual. Skill-based behaviors typically progress without conscious attention and the individual is seldom able to verbalize how performance on the behavior is controlled or explain the information on which their performance is based. Performance of rule-based behaviors is typically based on specific ability and the rules for performance can be verbalized. Knowledge-based behaviors are those in which stored rules no longer apply and a novel situation is presented for which a plan must be developed to solve a problem. In contrast to set rules, plans are often required to be changed based on the situation. As stated by Rasmussen [60] "control tasks must be
described in terms referring to human mental functions rather than system requirements”. Attentional resources must be allocated to the behavior and, therefore, the performance of knowledge-based behaviors is goal-controlled. One of the implications of the SRK model is to highlight the fact that human performance is related to level of consciousness: in familiar environments human behavior is not goal-controlled which might imply in to human error due to the lack of attention whilst in non-familiar environments human errors more or prone to occurs by lack of knowledge [195]. Thus, interactive systems might exploit the users’ knowledge about the task and the surrounding context to propose the appropriate feedback.

Whilst human models aims at explaining cognitive processes and general user behaviors, task models focus on the actual tasks users perform with a given system. A user task is defined as a goal together with the ordered set of tasks and actions that would satisfy it in the appropriate context. The relationships between tasks and goals are clearly described in Norman’s action theory [163]. Task-based models are aimed at providing a representation of user tasks so that it can support the analysis of user activity. Task models have many possible uses for the engineering of interactive systems and they are better discussed in section 4.3 (Important models for engineering interactive systems). The raison why we mention task models in this chapter is to provide evidence of the inner relationships between the representations of the knowledge about users that can be embedded to task models. It is important to recall that task models are supported by task analysis, which is widely recognized as a fundamental way to focus on the specific user needs and to improve the general understanding of how users may interact with a user interface to accomplish a given interactive goal [60]. Further information about task models can be found in chapter 4 but the fundamentals traits that ties together user tasks and to the study of users can be summarized as follows:

- Task models capture knowledge about the end-users' logic of use of an applications, which characterize tasks and users as interlaced concepts [63].
- Task models notations, such as TKS [116], CTT [197] and HAMSTERS [138], might include support the description of user’s traits, even if in most cases it limited to the allocation of tasks to user’s roles.
- Task models presents construct to operationalize human models; ex. HAMSTERS have been extended to explicitly represent procedural, situational, or strategic knowledge users need to accomplish tasks [143].
- Task models such CTT [197] and HAMSTERS [138] features tools supporting task simulation, so these models can be used to predict users’ performance with interactive systems, which can be understood as an indirect (or simulated) knowledge about human behavior.

3.1.2 Stereotype-based models

During the development process of interactive systems it often necessary to discuss the alternative designs options with the whole development team at the light of users in the target population. For that purpose, human models reveal to be poor communication tools. Moreover, discussions oriented to real-life of people might be biased by either by the need of an individual who is not necessarily representative of the population, or by personal information that cannot be easily communicated without compromising privacy. In this, stereotype-based models such as personas, scenarios and roles/job profiles better fulfil this job as communication tools.

One of the most traditional approaches is to describe users in terms of roles/job profiles, or in other words the function users might play with interactive systems. Roles/job profiles modeling often include users’ responsibilities, authorizations, tasks and required skills. This approach mask all individuals’ features and it consider that user playing a role in the system (or organization) are interchangeable. Such as an approach can be applied at different levels and it can be used to analyze the role of participants (for example as developers and related participants of the development team, stakeholders or end-users) in the development process of interactive systems [256]. It is interesting to notice that roles evolve overtime; for example, the advent of Web 2.0 applications such as Wikipedia allowing user-generated content, the role of end-users as simple consumers of information has evolved to include features of content-providers. Some works, have also demonstrated that with appropriate tool support users can also change functions of application to support their needs [73].

Personas is another wide-spread technique in HCI to inform how users use a tool, product or application, giving a clear picture of how they're likely to use the system, and what they'll expect from it. Often used by the marketing community, it was popularized among technology people by Alan Cooper’s book (1999) [53]. Personas are depicted as fictitious users and it includes a concise summary of his characteristics such as experiences, goals and tasks, behaviors, motivations and environmental conditions. When backed by careful statistical analysis of surveys, personas got credibility for inferring real users’ expectations [153].

The term scenarios refers to a large family of techniques used to concretely describe the use of the future system by the target users [46][197]. Scenarios might feature narrative descriptions or sequences of activities (more or less elaborated according to the technique employed) of what users do with interactive system. The narratives might be fictitious or ground on true-life histories reported by users, for example during interviews. One of the key distinctions between scenarios and any model is that the former are grounded examples of specific experience, whereas models are more abstract representations of phenomena in the real world [224].
3.1.3 Empirical models

Empirical models focus on the analysis of individuals’ characteristics in a population to create user profiles, which sometimes also referred in the literature as user models [115]. A user profile is a portrait of someone containing the most important or interesting facts about the individual. The motivation of building user profiles is that users differ in their preferences, interests, background and goals when using interactive systems. Discovering these differences is important to characterize and understand people that use (or are potential users of) an interactive systems.

Given the complexity of human being, the number of features that can be user to portray users is huge. Moreover, it is interesting to notice that the relevance of those features might vary according to the application in consideration [212]. For example, features such as topics that a user likes to read, newspaper user usually reads, and frequencies of reading are relevant for online newspaper whilst for a personal agenda application other features about users should come up first such as when users have holidays, work time schedule, the priorities of activity to the user, rescheduling habits… Nonetheless, most of user profiling techniques include the context of work, user’s goal/tasks, interests, knowledge, previous experiences and personal traits.

The study of user features can be focused on individuals, groups of users or everyone in a population. User profiles focused on individuals aim at knowing specific user’s characteristics and determine his/her need for personalization the user interface [39]. However, as the study of individuals involves real users, it also raises subsidiary questions related to privacy and identity management [197][261]. The personalization implies some kind of adaptation of the user interface to cope with the idiosyncrasies of a user profile [39]. Some recommender systems also can make use of user profiles to propose to contents and navigational links that better suits to a particular user [115] but not a not all adaptive systems are driven by user models for example, many adaptations proposed by plastic users interfaces [52] are driven the environment and the platform rather than by specific user’s features.

In contrast to individual user profiles, group profiles aim at combining individual user profiles to model a group. It is implied that users in a group share the same needs, which is often the case for user suffering from similar disabilities, sharing the same cultural traits, or taking part of the same social network or online communities, or consuming similar products [1]. The study of group profiles become particularly relevant when it is necessary to make personalization and/or recommendations to groups of users rather than to individual users; for example to recommend visit for tourist groups taking into account characteristics of subgroups such as children and disable within that group [9]. More recent studies explore metrics that can be derived from user interact in social networks to portray group of users that share some characteristics that cannot be directly derived from users individuals characteristics. For example, Panigrahy, Najork and Xie (2012) [175] have shown that social affinity (a concept defined as an intermediate measure between the shortest path distance and the number of paths connecting a pair of user in graph depicting a social network) and approximated shortest path between two users had a high correlation with their profile and query similarities, and thus can be inferred through a social network by recommender systems when the target user profile is not known.

Nonetheless, it is also possible to identify features that can be present in a given population, and should be treated fairly as if shared by everyone, or in other words for all users. The focus on all users is deeply associated with the concept of universal access [126][146] and user interface for all [52], which are used to describe the user interfaces that are aesthetic and usable to the greatest extent (possible by everyone), regardless of their age, ability, or status in life. User interfaces for all users often focus on methods and tools allowing a better insertion of individuals in the information society, which immediate prompts to questions related to accessibility, human diversity, social inclusion and equality. The scope of the research focused on all and everyone is broad and sometimes difficult to seize with traditional methods used for analyzing user’s characteristics and needs. Nonetheless, the debate on applications for all users has a strong impact on the definition of public policies [122].

The HCI community has been very prolific in the development of methods for observing and for assessing users’ behavior and traits that could be used to support user studies, which means investigations that not only focus on users but also taken into account the use of interactive technology. The discussion about methods involving user testing during the assessment of interactive system is treated in chapter 1. Nonetheless it is worth to recalling that techniques for user profiling can be classified as demographic sampling methods, direct observation, indirect observation and inquiry. Methods based on demographic sampling try to extracting knowledge about users from data obtained by generic surveys that have been used to assess traits of a population [122]; this kind of methods are more often used in Artificial Intelligence. The other categories of approaches for user profiling are of particular interests to the HCI research as they focus on the observation of real users. Direct observation allows data collecting from users who are aware of being observed during a user testing or ethnographic studies [197]. To avoid any possible observer-expectancy effect, indirect methods based on the collection of digital footprints has also been explored in the literature [222] and in particular with Web applications [111]. Nonetheless, inquiry methods based on interviews and questionnaires are broadly used for allowing users to report information about them, which is a valuable source of information for constituting user profiles [128].
3.2 Contributions for understanding and modeling users

My work is focused on building interactive systems rather than deepen the understanding about human cognition and behavior. Notwithstanding, the development of interactive systems requires knowing the users. For that, I have been and avid consumer of any knowledge available about the users of the systems I was investigating and I have systematically employed (alone or in combination) analytical user models, stereotype-based models and empirical modeling techniques. Hereafter, I present three examples of how I have used these approaches for developing interactive systems, what are the shortcomings with existing approaches and what were the solutions we have developed to overcome these shortcomings. The first example concerns a holistic perspective about people that participate in the development process of interactive systems, i.e. users, stakeholders and the development team. The second one refers to the use of task models to support the representation of the knowledge about users; for that we have extended the task model to take into account the need of designer and developers that exploit tasks model to build the applications. The third example describes our attempts to organize user interfaces guidelines, which is a suitable way to systematize knowledge gained from empirical user studies.

3.2.1 Knowing users, stakeholders and the development team

Along users, stakeholders\(^3\) and the development team\(^4\) play an important role in the development process of interactive systems [258]. Historically, the need of having a good understanding of the users is clearly associated to the Norman & Draper’s definition of user-centered design (UCD) which states that: “...User-centred design emphasizes that the purpose of the system is to serve the user, not to use a specific technology, not to be an elegant piece of programming. The need of the users should dominate the design of the interface, and the need of the interface should dominate the design of the rest of the system” [163].

Whilst UCD has been subject to multiple interpretations and some extensions have been proposed to define the degree of user involvement in the development process [78], it is still more generally refer to the people that use the final version of the system. However, design choices for a system might be affected by indirect factors such as requirements, constraints and needs issued from other needs of stakeholders and/or the development team. In previous work we have approached this problem by examining the tasks, the responsibilities and the roles played by all participants that contribute directly or indirectly to the development process. We have applied this analysis in the context of Web applications [256] and on the development of e-government applications [251][246].

In the case of Web [256] the problem is driven by the fact that different expertise and skills are required to build interactive systems deployed in the Web. For small Web sites the work is often done by a single person but for large Web project a multidisciplinary team is required (e.g. graphical designers, database administrators, client-side and server-side developers, webmasters, content providers, editor in chief, marketing staff, etc.). Moreover, Web applications are evolving in nature and should be regularly updated. Some of the updates can be planned in advance (ex. a conference web site that features a Web portal to advertise the call for contributions in the early phases, might become a live feed application to deliver information when the conference occurs, and then it be transformed in storage place for paper and contacts of participants once the conference ends) but others are contingent upon Web site visitors, for example, which often brings the need of personalization (e.g. Facebook has suffered numberless adaptations to cope with incoming users with diverse needs of connectivity, information, ages, etc.). What it is interesting to notice is that, very often, participants intervene at different phases of the development process and have little information about what the other participant do, thus mishaps and conflicting updates might occurs and comprise the overall quality of the application that is delivered to the end-users. By providing a method for modelling tasks and responsibilities, we sought to help to deepen the understanding about all participants in the development process and highlight the dependencies between tasks performed by different roles and/or individuals.

We have examined the relationship between end-users, stakeholders (ex. deciders, politicians and clerks) and the development team of e-government applications. End-users of e-government applications are citizens with universal needs for accessing interactive applications and they should receive fair treatment without any kind of group discrimination. Whilst administrative procedures (ex. paying taxes, getting copies of official…) should be accessible to all citizens, different levels of administrations (ex. national, regional and local administrations) share the responsibility for procedures; quite often, this leads to a multiplication of Web sites\(^5\) which makes difficult for citizens to create an accurate mental model of services provided. We have investigated this phenomenon in France [251][244] and in Belgium [246] but the situation seems to be the same world-wide. The problem is not the lack of information about end-users (i.e. citizens) but the lack of coordination among development teams. This situation

---

\(^3\) The term “stakeholder” is meant here to refer to people internal to an organization, administrative clerks and agents who are in charge of collecting and analyzing data provided by users and deciding the outcomes.

\(^4\) The term “development team” designate here any person who ensure some kind of responsibility in the development process which might include programmers, graphical designers, editor in chief, project manager, etc.

\(^5\) The French Ministry of the Economy estimates there are more than 10,000 governmental websites; 700 of them are managed by the national government, while the rest belong to regional and local administrations.
was illustrated in a field study performed at SmalS-MvM where we have found that many usability problems (ex. inconsistent implementations of design options across services deployed at social security Web portal) were mainly due to communication problems between stakeholders and the development team. Stakeholders work on the back end of the system, and as a consequence they have a different view on what is important for the application; they know a lot about a limited set of administrative procedures which refrains the understanding about user’s needs for related applications. The problem is aggravated having different development teams in charge of different e-government services. Given the overall context, citizens are of little help as they only knows the services they have been using and they have a limited view about the administration in general. Once we have understood that a holistic approach was needed, we have proposed a user interface pattern language for e-government applications [188][190] that revealed to be a suitable alternative to solve the communication problems between the participants along the development process (i.e. end-users, stakeholders, development team) in that particular domain [187].

3.2.2 Task models the representation of the knowledge about users
I have systematically used task models as a suitable alternative for analyzing the users’ logical of operation with the many types of interactive systems I was investigating (ex. Web applications, e-voting systems, ground segment systems, mobile apps...). Whilst investigation task model notations, I’ve found that despite the fact that there is an obvious relationship between the users and the tasks they perform with the system, a very few notations (such as TKS, GTA, MAD and CTT) provide constructs to represent users; even if such constructs are restricted to the allocation of a task to a particular agent (i.e. a user and or a system) [188]. In order to support a finer-grained analysis of users’ activity whilst performing tasks, I have worked with my colleagues in the development of a task model notation called HAMSTERS [138]. HAMSTERS embeds constructs for representing features that might be require to understand users’ capabilities for performing a task such as the impact of a task on user perception, working memory ad decision making. Further details about the notation HAMSTERS is given at section 4.5.2.

3.2.3 Management of user interface guidelines
The understanding of how human cognition and behavior is often the product of investigations of the uses and the users of interactive systems. Whilst user studies can be demanding, the knowledge gained from them can be systematized in the form of recommendations and or user interface guidelines that contain implicit information about users. During the development of interactive system, the main source of recommendations for designers and developers are indeed user interface guidelines. The sources of ergonomic knowledge for user interface design are diverse and the problems related to the selection of guidelines from different sources motivated a variety of tools for working with guidelines [232][233].

In previous work we have investigated the management of guidelines sources and, in particular, the occurrence of conflicting guidelines. Indeed, quite often designers have to combine different guidelines sets in order to address the idiiosyncrasies of application domains [231]. In the context of the Ubiloop project, for example, the development of a mobile app for reporting incidents in cities required to screen guidelines sources for ubiquitous applications, Web technology and guidelines concerning the properties usability, accessibility and security. The combination of different guidelines sources encompassed 177 guidelines that have to be cleaned for removing duplications, guidelines that are not relevant to the project and for solving conflicting guidelines (ex. security guidelines recommending validation steps that contradicts with usability guidelines that recommend minimal actions).

Conflicting guidelines have been previously reported in the literature [124][236]. Nonetheless, the inner problems related to the occurrence of potentially conflicting guidelines have been poorly documented so far. The resolution of conflicts is a daunting and demanding task that often requires taking into account the trade-offs associated with alternative design choices. Therefore, whenever a good solution for solving conflicts between guidelines is found, it is worth of the efforts for recording and documenting it. Nonetheless, a method and the corresponding tool support are required to support the description of conflicting guidelines. Most of currently existing tools for working with guidelines can handle diverse guidelines sources but they are not able to exhibit conflicts.

In a previous work [146] we have proposed a systematic approach for dealing with trade-offs and design choices associated to guidelines. There, we have provided taxonomy for describing the problems raised when interleaving two guidelines from different sources. Such taxonomy include scenarios for describing guidelines that can be considered equivalent, guidelines that address similar issues but one is more general than another, guidelines that contradict each other either in terms of goals and or recommendations, one guideline that supersedes or that should be used as replacement for another one, unique guidelines that appears once. Our approach [146] is grounded on a rational design approach which forces the justification of potentially conflicts guidelines that might be found overtime when combining guideline sources. The operationalization of the approach is supported by the guideline management tool called Open-HEREDEUX which also acts as a knowledge-base for multiple guidelines sources.

---

6 Available at: http://www.irit.fr/recherches/ICS-site/project/ubiloop
7 Available at: www.grihotools.udl.cat/openheredeux/
3.3 Users and Web Applications

It seems obvious that we should design interactive system for users, and the best way for knowing the users is to talk to them. However, one of the trickiest problem for knowing Web users is that they can be virtually anywhere in the planet, which makes difficult to keep in touch with them to seize their needs through direct observation. For that many remote evaluation methods have been developed [252]. However, the observation of remote users is tricky and might pose several challenges for the protection of users’ identity (i.e. privacy issues) and accuracy of data collected. In France, the CNIL (the National Committee of Informatics and Freedom; www.cnil.fr) which is in charge of overseeing the protection of citizens’ rights concerning the use of their personal information supports recommendations to prevent websites operating in France to keep records of personal data without the explicit authorization of users. In European levels, the EU requires that notice and consent be given for a wide range of data collection, including the use of most cookies by websites (exemptions are granted for some uses of session cookies and other short-term cookies [68]. Even if the protection of personal information is not regarded as equally important world-wide, privacy is an increase concern in the Web domain.

It is interesting to notice that the Web offers a large exposure of contents and services (over 1 billion of Web sites since September 20148) which compete for users’ attention. When a Web site finds its public, there is a change that it becomes successful, which can be verified in a first moment by an increasing number of visitors. New users often came with new expectations and needs, so that to keep a significant revisit rate it is important to personalize and/or adapt the user interface [39][155]. An interesting case study about the evolution of users’ needs can be illustrated by Facebook which dramatically changed along the years to accommodate the user interface to a large variety of audiences9. Multiple audiences is not a privilege of large Web sites and even a simple e-commerce Web site for toys might have kids, parents, grand-parents, friends and teachers among its typical users [78]. From this simple example is also possible to understand how users evolve over time (ex. evolving from kids to parent) thus making the process of identification of users’ needs even more dynamic.

The evolution of users can also be observed in terms of what they are able to do with Web applications [61]. In the early days of the Web, users could only browse through contents provided by Web sites. Later, users could actively contribute with content by using tools (e.g. CMS, wikis) embedded into these sites. In this we should notice that the evolution of evolution Web technology also affect users’ behavior. Currently, users are interested in adapting contents according to their preferences [39]. Such interests and needs for adaptation of contents can across the boundaries of single Web applications. Users might navigate from one application to another one unpredictably, and some tasks performed in the Web are accomplished by using several applications. This current use of the Web creates new challenges regarding the adaptability on Web applications in order to integrate them in different ways [73]. Collaboration between users using Web application also become common place and this have an huge impact on how users can organize their work [75]. In more recent years, some authors [4][62] in the Web engineering community explore the concept of end-user programming over the Web by empowering users with little program skills with tools allowing them to create their own scripts to adapt the contents of the Web sites accordingly to their need. Whilst these are still early attempts for supporting end-user programming over the Web, these tools are promising and should be regarded in a longer run for understanding users’ behavior whilst interacting with Web applications.

3.4 Research agenda

Despite of decades of empirical studies and a vast literature about users and interactive systems, we still have much to learn about users are affected by the use of system and how we develop computing systems that better fulfil users’ needs. However, such knowledge about users is difficult to grasp at once, either because the target user population is non-homogeneous, users evolve overtime (ex. increasing his experience with technology in the domain, having news experiences with the product, aging, etc.), or because the context of use imposes constraints on user behavior which require fine analysis (ex. using map on a mobile phone while driving requires more attention that when using sited in back side of a bus).

In order to understand the users and their needs we need appropriate method for describing such knowledge. As far as the engineering of interactive systems is a concern two basic aspects should be addressed: improve the expressiveness of user models and demonstrate how the knowledge obtained from user’s models can be correlated to artifacts used to build interactive systems.

In our research we have addressed side-effect problems that might affect the development of interactive systems (such as understanding of the needs of all participants involved in the development process, expressiveness power of tools and notations and in particular task models for better representing the knowledge users). The results

8 Source: http://www.internetlivestats.com/total-number-of-websites/ (September 2014)

9 Full illustration of the Facebook case is available at: http://www.memoclic.com/galerie/30-evolution-facebook
obtained so far are promising and motivate the research in the same direction. Beyond that, we also have identified other two important lacunas related to the management of the knowledge about the users that should be addressed in future to help to engineering interactive system:

- Charting the evolution of users (in terms of requirements, behaviors...) and their needs. There is strong evidence that users and their needs for using the system might evolve over time. However, so far it is very difficult to reason about user evolution due to the lack of methods and tools providing the appropriate level of abstraction for such analysis such information about users. Tracing the evolution of users’ needs might help designers and developers to better understand the impact of design choices and assess the potential of user’s adaptability to the user interface after using the interactive system for a while.

- Embedding user models as part of the specification of interactive systems. Currently, user models are not a mandatory part of the software and there are often absent in the specification of interactive systems. As a consequence, when the software is delivered there is no means to trace the design choices made by the developers to the needs identified in a particular user model. If user models are systematically embedded as part of the system specification it would be possible to compare the premises/rational behind user models and the actual use of the system made by real users. The consequences of this kind of research would be two-folds: on one hand help to improve the representation through user models that are able to capture the characteristics of real users; on the other hand, it might help the development team improve their hypothesis involving the target users for the system they are developing.

These aspects are going to be addressed in the PhD thesis of Thaíse Costa who I co-supervise at the Universidade Federal da Paraíba, João Pessoa, Brazil. That PhD thesis if focused on an e-learning platform that is aimed at follow the evolution of users’ skills along the time. On one hand we are investigating users’ models to describe the skills that should be developed by the user during e-learning activities. On the other hand we expect to use that model to monitor actual progress of users, and then understand how design alternatives might help to improve (or not) the development of users’ skills.

To investigate models which are able to explain mechanisms used by users to adapt (or not) their work practices after the introduction of a new interactive systems. Rouse (1981) argues that “humans, if given the choice, would prefer to act as context-specific pattern recognizers rather than attempting to calculate or optimize”. We suggest that long run studies based on user observation and log file analysis would be useful for understanding users’ deviation on prescribed tasks with systems. Such kind of research is of particular interests for the engineering of interactive systems as it can help to better plan tasks provided by interactive system, prevent unacceptable users’ deviation by adding barrier at the interaction and prevent the occurrence of human errors.
4 Models for engineering interactive systems

After the software crisis in the 60’s and since the emergence of Software Engineering as a discipline in Computer Science, models and model-based approaches are regarded as a suitable solution for overcoming diverse problems raised by the increasing complexity of computers and computing systems. Despite the fact that models can be effectively used to describe computing systems in general, the focus of this chapter is to identify models that are able to describe interactive systems. For that we have to highlight the idiosyncrasies of interactive systems which require models to describe the inner behavior of the system but also the representation of its users, the context of use and how users interact with the system. As we shall see, models are omnipresent in all chapters of this work because they contribute in many ways for the engineering of interactive systems. It is the intention of this chapter to provide an overview the models that we consider as important for the engineering of interactive systems and how we can improve the description of inner characteristics of interactive systems by extending existing models and by creating new ones. Models describing the development process are covered by section 2.2. Hereafter we describe the role of models for coping with the idiosyncrasies of interactive systems in diverse application domains and in particular for dealing with the development of Web applications. The last part of this chapter we pin point out our contributions in terms of models for engineering interactive systems and in the specificities of models for describing Web applications. Finally, we propose a research agenda in the field.

4.1 Overview of models for engineering interactive systems

Across the years the term model has been overused in the Computer Science literature to refer to conceptual models, notations and diagrams. These multiples uses of the term models is an abuse of language to address interwoven aspects, for that a clarification seems needed here. A conceptual model, also called meta-model, defines the concepts that describe a particular view of the real world. In order to be properly communicated, conceptual models require a representation which is often provided by a language featuring a graphical notation containing the rules for building diagrams that are actual representations of the real word problems in a particular application domain. Models are quite often associated to computing tools (such as editors, simulators, code generators, etc.) that allow their operationalization. By the appropriate tools support, notation and diagrams become the basic building blocks for supporting model-based approaches. It is interesting to notice that it is possible to identify models (at least a conceptual model) behind any computing tool. The process that leads from the interpretation of the real world towards the implementation of interactive is not always straightforward but we can identify some phases that should be accomplished along the way as depicted in Figure 11. These phases are indicated by dotted lines in Figure 11 and are meant to set a permeable transition between modeling aspects.

![Diagram](image)

**Figure 11.** Overview of a models chain for engineering interactive systems.
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The conceptual phase set the boundaries between something (object, characteristics, features, aspects…) observed in the real world and the concepts created to define it. This is illustrated in Figure 11 by a conceptual task model used for describing user activities with an interactive system that encompasses concepts such as abstract tasks (i.e. tasks that can be decomposed), interactive tasks (i.e. tasks that require both user and system action), user tasks (i.e. task perform by the user) system tasks (i.e. tasks performed by the system)... The consequence of the conceptualization process is the creation of a specialized (and yet partial) view of the user activity for that a conceptual task model put aside other observable aspects of the real world such as the user’s working environment, user’s profile, user’s emotional state, etc. Therefore, many conceptual models can be created to describe different aspects of observable world. Moreover, as we shall see in Figure 11, the underlying concepts of user tasks can be extended/refined to include additional details; for example a user task can be refined in perceptive tasks, input task... Indeed, a huge number of models have been proposed in the literature to cope with different types of objects and problems related to the description of tasks [60][131]. Each specialization is a fragmented view of the real world which raises many philosophical questions related to the scope of models such as: How to identify concepts that are not overvalued/undervalued by biased observation of the reality? How to make sure that a model contains all and only the relevant concepts required for solving a problem? Which concepts are relevant for the engineering of interactive systems? How detailed the description of concepts should be? In which extension a conceptual model can be extended to provide a more detailed view of reality? How to prevent that conceptual models become more complex than the necessary for understanding a problem? ...

Once concepts and definitions have been settled, the next step is to provide a representation for them. At the representation phase, the formalization of notations and the construction of diagrams become the keys elements. A notation defines the set of graphical elements and rules for combining them, thus featuring a modeling language. A diagram is a graphical representation created upon rules imposed by a notation and used to describe a particular problem. It is worthy on notice that additional information must be obtained from the application domain to build meaningful diagrams. In Figure 11, CTT [197] and HAMSTERS [138] are used to illustrate notations used for representing concepts in a task model. A diagram featuring the task conceptual Web search illustrates the use of some elements provided by the HAMSTERS notation. The creation of diagrams might highlight features that have not been observed and/or represented before, thus defying the representational support provided by notations and requiring a revision of the conceptual model. Idiosyncrasies of application domains might also lead to the development of Domain Specific Languages (DSL). Indeed, the definition of a diagrams, notation and concepts is strongly bounded, for that Figure 11 features an arrow going upwards from the representation phase back to the conceptual phase. Research questions of interest are: How to interpret graphical representation of models? How reduce/remove ambiguity in diagrams? How to deal with large diagrams? How to assess the expressiveness of notations? When do/don’t introduce syntactic sugar in notations? …

The operationalization phase is concerned by the development of dedicated tool support for handling diagrams and notations. It distinguishes models that are built by hand from those for which a dedicated tool support exists. The features provided by tools determine the level of operationalization of models including representational purposes only (ex. graphical editors), support to the analysis (ex. model simulators, model checkers, etc.), construction of interactive systems (ex. code generators), etc. Figure 11 illustrates the tool HAMSTERS which supports the eponym notation and it pin points tools such as CTTE, MARIA suit and RemUSINE that exploit CTT models. It is worthy of notice at that some tools can handle more than one type of model/diagram, which is often the case of tools that provide multiple views on the system and/or can support the transformation of a model into another. Whilst the existence of the tool support is not a precondition for using model during the development process of interactive systems, tool support is often seen as a plus for the diffusion of models. Moreover, the availability of tools allows the investigation of research questions such as: How to combine specialized views provided by different models to have a more complete picture of the interactive system? How to automatically inspect models? How to automatically translate a model into another and then determine in which extension they contain similar concepts? How to handle large diagrams for which all representational solutions don’t provide an effective solution? How to optimize and tune models to improve performance? …

Last, but not least, the production phase implies that a particular model has been used to build an interactive system. An illustration is given for the implementation of a context Web search systems which has been previously conceptualized and represented as HAMSTERS task model. The obvious straightforward passage through the production phase is by using tools. However, even model-based representation built by hand can be useful during the development process of interactive systems, for example as a simple communication support among the development team; for that reason, a representation shortcut has been added to the diagram at Figure 11. Similarly, a conceptual shortcut is used to represent the integration of elements of a conceptual model during the development process of an interactive system that have never been properly represented and/or edited by tools. At this point, we can investigate some additional research questions related to the effectiveness of models for supporting the development process of interactive systems; the tradeoff of model based approaches versus had hoc development process, accuracy of models representation in the description of actual system behavior, use of models at runtime to control the execution of the system…
In the present work we assume that a model is a language representing of some aspects of the real world that is used for solving problems with interactive systems. In that definition we will find all the elements around the models including a notation used to represent a real life problem featuring a diagram that describes the inner concepts. Such as a definition also encompass the concept of language for describing the user interface, or a User Interface Description Language (UIDL), that must be understood as a mean to talk about all the modeling aspects. For the sake of simplicity, we will use the term model in a very broad meaning covering conceptual models, notations and/or diagrams. In case of possible ambiguity, we will use the terms conceptual models, notations, diagrams and modelling tools whereas is needed.

The contributions of models to the engineering of interactive systems are many and they might include the following: the development and/or extension of conceptual models and notations aimed at describing the system and the user interaction; the use of notations to build diagrams for representing actual problems in a particular interaction technique; the development of tool support for automating and/or better supporting the use of model; the study of strategies employing model-based approach for building and assessing interactive systems and the transformations required in the model chain to generate user interface from abstract descriptions. The model chain presented at Figure 11 is aimed at presenting dependencies between conceptual models, notations and diagrams and support the discussion around general problems related to the scope and the expressive power of models. By no means have we aimed at describing a canonical process for producing conceptual models, notations and/or diagrams. Indeed, we assume that the development of model is not a straightforward process and quite often the before mentioned aspects are interwoven and developed in parallel.

4.2 Software Engineering models for engineering interactive systems

The research in the field of Software Engineering is rich of examples of models for developing computing systems [4][156]. Hereafter we discuss the limits of existing models, the need for developing and extending new models for engineering interactive systems and degree of formalization require making models fully operational.

Entity-Relationship Modeling (ER models) [50] and Unified Modeling Language (UML) [166] are among the most widely used notations for describing conceptual models (respectively data models and software design) and extensively employed in a variety of model-based approaches for software development. Given the fact that user interfaces represent an essential part of the code of computing systems, it is somewhat natural to expect that models developed in the Software Engineering field would provide a fair support for modelling interactive systems as well. However, not less can be true when the aspects of the system when we want to represent are the composition of user interface elements and how user interact with the system. Other significant drawbacks of UML models include the lack of notations able to describe the user interface in several levels of abstraction and the occurrence of fine-grained system’s behaviors such as fusion/fission of events. UML seems to have been developed with little specific attention given to user interface issues [185]. Indeed, a limited number of UML models are able to addresses a few concepts that are relevant for the specification of interactive systems.

A good example of such as limitations can be illustrated by use cases diagrams that are proposed as part of the tool suit of UML models for capturing the intention of users might have towards the system [113]. Use cases are useful because they help to identify user goals and systems functionalities. However, the representation of such models is limited to a simple action providing very little details about the activity performed and actors involved (user and or system). This over simplification of use cases might lead to multiple interpretations of actions from different designers [52]. Interesting enough, use cases share some key concepts with tasks models which emerged from the HCI research in the 80’s. Some authors [219] have suggested that use cases and tasks models might share a formal semantics for the key concepts. Although task models provide a more detailed and less ambiguous description of users’ goals than use case, task models have never been integrated into the set of UML diagrams [60]. Many authors [215][217] have proposes methods for better integrating HCI and Software Engineering methods and thus harmonizing the development practices of interactive systems. For example, there were many attempts [230] to show how translate task models into UML state machines aimed at representing the dialog of interactive systems. Other authors propose to use tasks models to complete and extend the description of UML use cases [178].

It is still debatable in which extension UML models can be adapted and extended to copy with the idiosyncrasies of interactive systems [185]. The SysML [225] which can be seen as an extended version of UML 2.0, suffers from the same deficiencies with respect to interactive systems. In more recent years (March 2013), the Object Group Management Inc. adopted the Interaction Flow Modelling Language (IFML) [167] as a standard for describing the user interfaces. IFML diagrams are meant to be built on the top of system models describing the data and software infrastructure. Despite the fact that IFML explicitly recognizes that the user interface should be modelled as part of the whole system, it still presents the user interface of a feature supported by the system in development which does not encourage a user-centered design. Nonetheless we can conclude that traditional software models are helpful in many aspects that concerning the development of computing systems (in particular data and in software architecture) but additional views should be added for supporting the development of interactive systems. The need for multiple views of the user interface is better described in the section that follows.
4.3 Important models for engineering interactive systems

By definition an interactive system encompasses a dialog between users and the computer which, according to Green [82], is better modelled as the triplet: (user)\rightarrow(\text{user interface})\rightarrow(system). This triplet model, which durably influenced the development of user interface management systems (UIMS), was aimed at providing a model-based view of the development of interactive systems. Figure 12 presents an extension of the Green’s model by including further views about interactive systems. As we shall see at Figure 12, the view about users distinguishes the representation of users as individuals in a population (the user profile) and the user as a human being (the user’s cognition). For the user interface, models might cover the presentation of graphic elements, the interaction and the dialog. Whilst presentation, interaction and dialog are interwoven in the final user interface, it is possible to treat those aspects of the user interface separately for which dedicated notations exist. For the system we recognize that models describing the platform, the system architecture and the information space might also influence the design. Figure 12 also includes two orthogonal views of models describing the application domain and the context which also might have an effect on the design and development of interactive systems. The representation of tasks is a particular case between what we represent of the user (in term of generic activities) and the user interface (when tasks are performed with an interactive system).

As we shall see, the complexity of interactive systems implies a large set of concepts ranging from user-oriented to systems-oriented concepts that can hardly be accommodated in a single model without the risk of increasing complexity and loosing focus on the aspects necessary to solve individual problems. For that many specialized models have been proposed in the literature to cover the different views proposed at Figure 12.

An overview of orientation of models and their underlying concepts is presented by Figure 13. It is worthy of notice that contextual models and models describing work and application domain are not included in this representation because is not possible to described them as having a clear orientation towards users and/or to system. As for contextual models they are often a combination of diverse dynamic features describing the environment where evolve the users and where the user interface and the system is deployed. Models describing work and application domain might be useful for many types of applications, even those that do not consider interactive system. However, task models are a remarkable exception in this matter because they are helpful for describing what people do (or are supposed to do), which is useful information for characterizing application domains. Interesting enough, when applied to interactive systems, task models can act as a bridge between user models (by describing users’ goals and skills required to complete their activities) and user interface models (by indicating the resources used and how tasks can be accomplished with the help of the system). Thus the order of execution of tasks is (or at least should be) reflected by the internal behavior of the interactive systems which are the subject of dialog models.

<table>
<thead>
<tr>
<th>User-oriented</th>
<th>Scope and concepts of models</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive models</strong></td>
<td>user cognition, user memory, user behavior, emotions..</td>
</tr>
<tr>
<td><strong>User models</strong></td>
<td>user profile based individual characteristics, demographics, personality traits, users’ goals,...</td>
</tr>
<tr>
<td><strong>Task models</strong></td>
<td>goals, dependency between tasks, types of tasks, pre-/post-conditions, order of transition between tasks...</td>
</tr>
<tr>
<td><strong>Dialog models</strong></td>
<td>actions, events, conditions, parameters, states and transitions...</td>
</tr>
<tr>
<td><strong>Interaction models</strong></td>
<td>actions, events, resulting rendering on the user interface...</td>
</tr>
<tr>
<td><strong>Presentation models</strong></td>
<td>user interface composition, set of widgets, metaphors, icons, color coding,...</td>
</tr>
<tr>
<td><strong>Information space</strong></td>
<td>inner organization of data characterizing an information space employed by users to complete their tasks...</td>
</tr>
<tr>
<td><strong>Architectural space</strong></td>
<td>data processing and overall software architecture including behavior of the functional system core...</td>
</tr>
<tr>
<td><strong>Platform models</strong></td>
<td>characteristics of the devices and the platform where the system is running...</td>
</tr>
</tbody>
</table>

Figure 13. Scope of models for engineering interactive systems.
In the sequence, we provide examples of conceptual models, notations and diagrams that illustrate the classification of models that you consider important to the engineering of interactive systems. Some of the examples are simply conceptual models that don’t have a graphical representation form that could be used to build diagrams describing actual interactive systems. The main utility of such conceptual models for the engineering of interactive systems relies if the formalization of concepts that are embedded into particular applications. Rather than to provide a comprehensive review of conceptual models and notations for engineering interactive systems, we propose a classification hereafter of models that might help the reader to understand the articulation between different types of models. We must say that despite the fact that the representation of all views presented at Figure 12 provides a more complete picture of interactive systems; models can be used alone or in combination according to the problems at concern.

**Cognitive models** are meant to describe concepts around users’ cognition and behavior. Quite often these are conceptual models that can be used to understand how users might think and behave when facing interactive systems. Models in this category include the Model of Human Processor (MHP) [43], Norman’s Action Theory [156], Interacting Cognitive Subsystems (ICS) [11] and Rasmussen’s SRK model [60]. These models correspond to the definition of **analytical user models** described in section 3.1.1. A few concepts of **cognitive models** can be found in other modelling approach, for example the concepts of goals and operators described by GOMS [115] can be found in tasks model notations such as CMGOMS. GOMS is often referred as a modelling method that can be operationalized by Keystroke Modelling Method (KLM) and supported by tools such as CogTool [226]. Another example is SRK model [60] whose concepts of procedural, situational, or strategic knowledge required by users to accomplish certain tasks have been embedded into the task model HAMSTERS [143]. However, even without a corresponding notation for building diagrams of actual interactive systems, cognitive models in their conceptual models might be helpful for understand the drawbacks in the user interaction with the systems and as such they might play a role in design and evaluation phases of the development process.

**User profiles** provide a representation of actual users or a target population of users. Models in this category include as personas, scenarios and roles/job profiles which are duly described in section 3.1.2. We should mention here that the representation provide by these models is textual and somewhat informal so that they are prone to subjective interpretation. Thus, whilst it might be hard to provide an accurate mapping between contents of user models and the interactive systems, user models might help the development team to keep in mind that their design has a purpose and it should ultimately fit to the needs of users in a recognizable target population. Conversely, we think it makes senses that the description of target users (at least in terms of required skills to use the systems) should be delivered as part of interactive system.

**Task models** play a major role the engineering of interactive systems. The investigation of tasks models started in the 80’s as a mean for describing and analyzing user activities. Task models have a long tradition in the HCI research [60] culminating with the creation of series of conferences focused on **Task Models and Diagrams** (TAMODIA10). Some task models such as GOMS [63] is directly derived from the Human Model Processor (Card, Moran & Newell, 1983) [25]. Along the years, many researchers have investigated the underlying concepts around task models and they have proposed conceptual models which are too often accompanied by new notations. Task models such as TKS [116], CTT [197], GOMS [63] and HAMSTERS [138] are among commonly used notations for representing what users can accomplish with interactive systems. However, as wisely suggested by Limbourg, Pribeau and Vanderdonckt [131], most of key concepts of those tasks model are cross-compatible and could be translated to different notations using a common meta-model. Beyond the importance of tasks models for analyzing users’ activities, the very existence task-based notations, and in particular those based on formal methods, must be considered a great step forward to the development of interactive systems because they allows the creation of a bridge between user’s goals (expressed in terms of tasks that must be performed) and interactive systems (as users tasks can be associated to components of the user interface that represent resources used to complete a task; moreover, the dialog of usable interactive systems is expected to follow the natural users’ logic of execution which is typically described as part of task models) [158].

**Dialog models** play a major role on the design of interactive systems by capturing the dynamic aspects of the user interaction with the system. It is easy to think **dialog models** in terms of low-level interaction as a mean to describe how users can send a message (the input) to the system (by triggering low-level events such as mouse click) and how the systems replies to the users by changing the rendering of the user interface (the output). However, these elementary concepts of the dialog can be applied at different levels of abstraction of a user interface [261]. For example, it is possible to represent a dialog model featuring transitions between abstract presentation units (typically grouping contents that should be presented together) far before to decide the modality (graphic, textual,
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10 TAMODIA was a series of specialized international conferences organized around the themes of tasks models and diagram. Annual conferences were run from 2002 to 2009 after which, TAMODIA was integrated as part of the **ACM SIGCHI Symposium on Engineering Interactive Computing Systems** which also encompasses the former conferences HCI (Engineering Human Computer Interaction, sponsored by IFIP 2.7/13.4), DSV-IS (International Workshop on the Design, Specification and Verification of Interactive Systems), and CADUI (International Conference on Computer-Aided Design of User Interfaces).
audio, etc.) of contents delivered to the user. **Wireframes** are a good illustration of simplified **dialog models** that can be used to describe some transitions between presentation units in low-fidelity prototypes. Without wireframes, it would be difficult to extract from the designers’ mind the sequence of presentation of screen in a prototype and it would also be impossible to build prototype builders for mimicking the systems responses to users interacting with low-fidelity prototypes. Using **dialog models** based on formal method, it is possible provide accurate fine-grained description of any aspects of the system behavior which is not only useful for design the system but allows **dialog models** to be used for controlling at run time the execution of the fully implemented interactive systems [14]. In its full extents, a **dialog model** might include the specification of: relationship between presentation units (e.g. transitions between windows) as well as between user interface elements (e.g. activate/deactivate buttons), events chain (i.e. including fusion/fission of events when multimodal interaction is involved) and integration with the functional core which requires mapping of events to actions according to predefined constraints enabling/disabling actions at runtime [261]. Notice that a **dialog model** does not describe the rendering of the user interface, which is the main scope of **presentation models**, and its simplest form, can be represented as kind of node-edge diagram. Parnas (1969) [176] provided one of the first (if not the very first) example of dialog modelling which typically address user interface issues. Since then, a large number of notations and modelling techniques have been proposed for describing the dialog aspect of the user interface. Some notations are devoted to the dialog aspect of the user interface (example ICO [18], SCXML [220] and SWC [255]), while other models might also cover the structure and the presentation aspects. Is some cases the description of the dialog is supported by an external language (ex. XUL), however, quite often, the dialog is embedded into the UIDL, such as is the case of UsiXML, XUL and UIML. A full account of dialog modelling notations is beyond the purposes of this work but for a comprehensive review we invite the interested reader to take a look at the work of Navarre et al. [158].

**Interaction models** are can be said as a particular type of **dialog model** as they also concerned by description of the behavior of the interactive systems. However, contrary to **dialog models**, **interaction modelling methods** such as the Interaction Object Graphs (IOGs) [45] should feature a description of the system rendering and the low-level systems events. As such, **interaction models** do not support high levels of abstraction about the system behavior. Nonetheless, **interaction models** have been demonstrated helpful for representing fine-grained behavior at the execution time. A good example is ICON [67] that, by the means of tool support, provides a graphical representation of events and devices connected to an application; using the toolkit ICON, users can configure the events (or events combination) that will be used to activate a particular rendering in the application at run time. Another interesting type of **interaction model** can be found in [91] where an extension of the ICO notation has been proposed to support the description of multi-touch interaction techniques. Hamon et al. [91] demonstrate that, using the extended ICO notation and a layered architecture, it is possible to represent the dynamic instantiation of input devices (i.e. finger) which can then be exploited dynamically to offer a multiplicity of interaction techniques that are also dynamically instantiated. **Interaction models** are often complex so that their use is often limited to the description of advanced interaction techniques and are not suitable for describing the complete behavior of the interactive systems.

**Presentation models** are aimed at describing the rendering (output) of user interfaces. Most of the techniques for prototyping interactive systems employ presentation models that are combined with dialog models to provide a more complete description of the user interface, thus including not only the presentation but also the behavior [21]. The degree of fidelity of presentation might dramatically vary along the development process. In early phases, paper-based mockups can be considered informal, inexpensive and yet suitable presentation models that can be used to communicate basic ideas about the user interface design. However, drawings on paper are informal descriptions that can be subject to interpretations (i.e. ambiguity in the recognition of the graphical elements) and insufficient to describe some design constraints (ex. precise size and position of objects). We consider that the semantic of graphical elements aimed at representing the user interface and the degree of fidelity (or realism) of such representation are two important dimensions for comparing presentation models [119]. The formalization of presentation models is nowadays supported by a large number of tools, such as Balsamiq and Axure[12], which replace the ambiguity of hand-made sketch by the semantically meaningful widgets that can be selected from customized palettes containing the widgets that can be used with a particular platform and/or device. Some specialized tools such as GAMBIT [207] include gesture recognition for automatically transforming hand-made sketches into presentation models. Whilst it is be possible to envisage rendering as having visual, audio, and/or any kind of other sensorial output to the users, it is interesting to notice that most of the existing presentation models focus on graphical features including the description of widgets used in the composition of the user interface, metaphors, icons, color coding, etc. Giving the still growing importance of multimedia and multimodal interaction techniques, we suggest that presentation models must evolve (or be completed by other kind of models) to cover other forms of rendering.
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11 Available at: https://balsamiq.com/

12 Available at: http://www.axure.com/
By *information space* we address a large set of models aimed at describing the inner organization of information required by the users to complete their tasks with the system. Traditionally, information might be available in the form of *structured data* (i.e., entities in the same group have the same descriptions or attributes and that can be easily represented by a relational-like database schema), *unstructured data* (i.e., data in free form that does not follow any particular format or sequence such as media streaming and free text) and/or *semi-structured data* (i.e., data that can be partially structured by using marks or tags, which is typical of text formats and Web documents). Entity-Relationship (ER) [50] and UML class diagrams [166] are widely known examples of modelling notation for representing structured data. Generally, search engines are used for retrieval of unstructured data via querying on keywords or tokens that are indexed at time of the data ingest; in that case mathematical models can be used to describe the structure of indexes used by algorithms embedded into search engines [31]. XML [238] and HTML [239] are contemporaneous languages that borrow from the Dexter Reference Model [91] and the Standard Generalized Markup Language (SGML) [110] the basic syntax elements allowing the description of semi-structured data [1]. Currently, the term NoSQL [94] is frequently employed to refer modelling techniques for processing unstructured data and semi-structured data. Nonetheless, the main focus of NoQL modelling techniques is to represent progress data management that meets the needs of modern business applications, such as scaling big data. In this scenario, models for representing metadata and semantic data should also be considered part of the *information space* [151].

Architectural models are useful models for representing the various architectural components of an interactive application and the relationships between them. Architectural models are aimed to describe data processing and overall software architecture including behavior of the functional system core. As far interactive systems are a concern, architectural models of interest should include the description of the modalities of user’s input/output [218]. Various architectures for interactive systems have been proposed trying to address specific problems raised by a specific kind of interaction technique in an interactive application. For instance [105] targets at multimodal interactions while [93][160] address specific problems related to touch input. Most of these architectures refine and extend the Arch model [17] proposing additional layers supporting the transformation of low level user events into higher level events ultimately transformed in interactions techniques. What is important is that these architectures feature various properties which are most of time not explicitly mentioned. That diversity of architectures comes precisely from the fact that each architecture takes a specific point of view and favor some properties (such as rapidity of information processing, handling efficiently concurrent input ...) while giving up with other ones. The classification proposed in [18] emphasizes the identification of properties of frameworks and architectures for interactive systems. It is interesting to notice that architectural models are quite often dependent on the hardware/software integration for that they are associate to specific platforms.

Platform models are aimed at describing the characteristics of the devices and the platform where the system is running, which ultimately might include physical attributes (ex. screen size and resolution, input/output devices available, number of processors, memory an memory capacity, etc.), software platform (ex. operational systems, software architecture issues such as the need of a virtual machine/browser/library for deploying the system, system configuration for diverse aspects including security, etc.) and system performance in particular configuration and/or settings (ex. performance according to the number of connected users, network bandwidth, etc.). Platform models become particularly relevant in the context of multi-target interactive systems, when the user interfaces should be adapted to device’s constraints such as screen resolution and input/output devices available [241] (ex. mobile phones, tablettops, etc.), which requires the inclusion of the notion of plasticity in the development process [42]. In this context, platform models are aimed to help with the development of multiples versions of the same applications running in multiple platforms. Whilst the concept of platform might have a broad meaning, the term platform models are rooted with the Model Driven Architecture (MDA) approach proposed by the OMG [119]. MDA promote a radical shift in the way to build application by moving from object composition to model transformation [32] where a model-driven engineering framework exploiting a meta-model of the application should be able to manipulate both PIMs (Platform Independent Models) and PSMs (Platform Specific Models) to generate applications according to the target platform [154]. In MDA, platform-independent models (PIMs) are initially expressed in a platform-independent modeling language, such as UML, then it is subsequently translated to a platform-specific model (PSM) by mapping the PIM to some implementation language or platform (e.g., Java) using formal rules such as Object Constraint Language (OCL) [119]. Whilst the description of the platform is an important aspect of the description of the interactive systems, platform models are not frequently available outside of a MDA approach. The contributions and limitations of MDA approach for the development of interactive systems is better discussed in section 2.2.

We assume that Figure 13 illustrates the main categories of models for describing most types of interactive systems. Nonetheless, this section would not be complete without a few words about models for describing contextual models, work and application domains. We consider these two categories of models as orthogonal to for the development of interactive systems because they assemble information that might be already available in other models.
Contextual models are aimed at providing a description of a situation and/or an entity (i.e. person, place, object...) that is considered relevant to understand the interaction between a user and an application. The meaning of what should be considered context and which information should be used to describe context might be dependent on the application domain, for that this question is debatable in the community and no agreement has been found yet [59]. The set of attributes that could be used to define a context can be huge and they might evolve over time. For that, it seems overkill to systematically employ models to describe the context of use for all types of interactive systems. Nonetheless, we recognize that contextual models might be useful for some kind of interactive systems in particular adaptive systems such as recommender systems [182], plastic user interfaces [42][58] and adaptable front-end services [82]. A good example in the matter is given though a space problem proposed by Coutaz and Calvary [55] that is aimed at describing dimensions/criteria that define the context for user interface plasticity. Based on the definitions within that space model those authors [55] propose a set of contextual models that were used to drive adaptations of user interface in the CAMELEON framework. Another use for contextual models is given by Calvary et al. [41] who employ a problem space model to assess design alternatives for deploying e-government applications in different platforms.

The term work and application models is used here in a very broad meaning to address many types of models that are used to seize the characteristics of an application and/or application domain. For example, workflow models are used to describe, plan, control, and manage organization’s business processes [87]. Models in this category might include different views about organizations, people, processes, user tasks, business policies, etc. It is interesting to notice that some of the information used to describe work and application models is also available in other models and in particular in task models, presentation and information space. For example, a workflow is recursively de-composed into processes which are in turn decomposed into tasks; thus task models and workflow models are indeed close related but yet not quite the same as workflow include business constraints that are out of the scope of user interaction with the system. The study of models for work and application domain is an interesting subject of the research in the field with a great potential for cross-pollination between disciplines. On one hand, the observation of user activities and the fully understanding of users tasks has led to the proposal of methods for optimizing business processes described by workflow models [135]. On the other hand, the study of workflow-based applications allows the identification of design patterns that can be used to improve the coherence of user tasks among applications [88]. These early studies are promising but we assume that much still remain to be done before we can fully understand the contributions to the Engineering of Interactive Systems of work and application models. We should notice that not all interactive systems need the description of work and application domain to be developed. To make it explicit we can recall that not all interactive systems run under a workflow.

4.4 Diversity of models

A quick look in the literature and one will find a huge number of publications talking about conceptual models, notations and modelling languages for engineering interactive systems. Indeed, the research community has been very prolific in the matter and although it is difficult to identify a single cause for justifying the development of models, notations and/or modeling languages, there are a few obvious reasons that worth to be mentioned: create/update the scope of a conceptual model, develop/improve a graphical/textual representation for concepts, amending models for making them usable and operational via tool support. Currently, many researchers and practitioners treat the diversity of models as a problem that can be solved by selecting the model that better suits the resolution of a problem [38], by trying to make notations cross-compatible [131] and/or by developing tools for transforming a model into another [211]. In this section we propose another perspective for supporting the discussion about the diversity of modes that include the analyses of some processes might affect the development and adoption of models, notations and modeling approaches. In order to support the discussion we will mainly focus task models the rationale behind the illustration can be applied to other category of models.

4.4.1 Underlying process leading to models diversification

In section 4.1 we present a models chain featuring a conceptualization phase, a representation phase and an operationalization phase that respectively leads to the definition of conceptual models, to the definition of notations and modeling languages, and to diagrams representing aspects of interactive systems. However, we shall notice, that model chain allow much permeability between phases; for example, new concepts might be discovered quite late in the process only when trying to create diagrams using a notation for represent problems in a real life application. Thus, it seems that the development of models is not a straightforward process. Nonetheless, currently we know very little about the underlying processes that lead to development of models. We consider that understanding these processes might be useful to understand the phenomena of models diversification. We also suggest that the study of these processes might deepen the understanding of the model and model-based approaches in a large meaning. To illustrate model diversification, Figure 14 shows a timeline of publications concerning task models. It is important to say here that timeline only refers to the first public mention of a particular task model and it does not indicate whether (or not) a model is still in use or how important it is for the community. For example, whilst HTA is mainly cited in scientific article for historical reasons it was in use for several decades (at the in the academia) and it had a strong impact on the research on task analysis and inspiring the development of new models such as GOMS, TKS, etc. [60].
The series of publications in Figure 14 illustrates a variety of task models. We can identify three main aspects that might be used to justify the diversity of models: the scope of concepts covered by the conceptual model, the many possible representation of concepts and the degree of formalization of concepts. Such as variability might reflect a need for adaptation and/or specialization of models to cover idiosyncrasies of interactive systems as discussed in the introduction. It is worthy of notice that the conceptual model and the definition of the notations might be performed in parallel but they are often published/released at once in the same publication. It is pretty sad that in many cases, publications are delivered without making any explicit mention about the processes that lead to the proposal of extensions and/or completely new models, notations and/or modelling languages.

For an example of processes we had in mind we must cite the discovery and acquisition of concepts. Discovery often occurs when a real life application/case study present elements (never conceptualized before) that should be included in the scope of a model used to describe the problem to be solved. The acquisition of concepts comes to play when concepts can be borrowed from other conceptual models. During the process of acquisition, concepts can be taken as they were previously defined, concepts can be refined (for example to increase the level of detail), or simply discarded if we assume they are not necessary for solving the problem at a concern. It is interesting to notice that discovery is often justified by the authors as a need for specifying problems with case studies they were working on. For example, AMBOSS introduced the concept of risk factor to tasks which has need found necessary for applications in the safety-critical domain. GTA introduced the concept of collaborative tasks when trying to deal with interactive systems. We can also observe a process of acquisition in the repetition of basic concepts such as tasks and tasks decomposition that have been originally set by HTA and systematically reused in other notations; we can purposely wonder which processes lead to a large adoption of the hierarchical organization of tasks in sub-tasks in detriment of other forms of organization of tasks such as cyclic graphs.

As far as task models are at a concern, a wide availability of tool support should be account as an important factor for the adoption of models and notations. For example, whilst the MAD notation has been published as early as 1989 [183] and a tool support (EMAD) existed in 1991, both tool and notation were only available as internal reports at INRIA. Only in 2006 an extension of MAD notation (K-MAD) and the corresponding tool support K-MADe were published in a French-speaking conference [16]. In contrast, availability of the CTTe tool support in 2000 [175] helped a lot for the popularity of the Concur Task Tree (CTT) which originally appeared in 1997.

Another aspect concerns the formalization of conceptual models thought notations and/or modeling languages. Once the scope of concepts for a conceptual model is set, two main questions arise in a tandem: how to represent these concepts? and how much formalization is required? It is interesting to notice that the same conceptual model might benefit of more than one notation and some notations can offer an incomplete coverage of concepts. The formalization of concepts implies a certain degree of freedom for interpreting graphical/textual elements of a notation. Informal models allow much freedom for interpreting diagram; semi-formal models propose a reduce number of possible interpretation and formal models only allows a single way for interpreting diagrams. For examples, it is also interesting to notice the large variability of icons used for representing tasks. Concepts can be taken at many degrees of abstraction according to the artefacts and models used to represent them. With mockups, for example, a task is described as an informal annotation and interpreted as what users can do with the prototype. Task model such as HAMSTERS, allows a semi-formal description of the tasks that include information about the decomposition of the steps required to accomplish a goal and/or the necessary articulation with other tasks that are part of the users’ job. We call these task models semi-formal because it still allows some interpretation on how tasks are actually performed with the system; this interpretative problem is solved by formal models. It is interesting to notice that most of modelling language, with a remarkable exception of USIXML [132], have a single level of formalization. Currently we know very little about the process that leads to choosing a particular degree of formalization and articulation with other more/less formalized models occurs. This questions about the degree of formalization of models is of great importance for the engineering of interactive systems for that this discussion is resumed in section 4.4.3.
4.4.2 Dealing with multiple models

As we shall see in Figure 13, the scope of concepts covered by models is diverse and a single model cannot accommodate all views of an interactive system. The processes that involve multiple models represent a particular challenge for the development of interactive systems. A comprehensive description of all is not always necessary to build interactive systems and the models to use depends on the problems to solve, the complexity of the system at a concern, and the people who used the models. For example, for representing e-procurement applications we need concepts related to tasks and workflows, which can be covered by dedicated tasks and workflow models, undifferentiated notations that can accommodate both types of concepts or by weaving models (ex. SWC and CTT) as illustrated by Figure 15. As illustrated in [158] with the implementation of a simple game such as the game of 15, there are many cases when only by combining models it is possible to provide an accurate description of how to successfully develop an interactive system. The question whether to have a single or multiple models to solve a problem is tricky and it is one of the core questions for dealing with the development of interactive systems.

Figure 15. Models covering concepts of e-procurement applications (Pontico, Farenc & Winckler, 2006 [188])

In large software projects often multiple modeling languages are used in order to cover the different domains and views of the application and the language skills of the developers appropriately [68]. The increasing complexity of interactive systems will ultimate require the extension (or development of new) models. The idea of combining models and views has occupied the software engineering community in the last years [119]. Such “multi-modelling” raises many methodological and semantical questions, ranging from semantic consistency of the models written in different notation to the correctness of model transformations between the other notations. Interrelating different modeling notations is a difficult task due to the variety of possible structuring mechanisms and underlying computational paradigm. Moreover, the semantic of models is not something that can be translated in a straightforward process. So far we can identify a few directions for the research in the field:

- Articulating views of multiple modeling languages: The underlying idea is to make the correspondence between models that have concepts in common. Bindings between models are created by developers by making parts (and or concepts) of a model to correspond to another model. Once a correspondence between models is established it is possible to follow how changes in parts of one model affect other models attached by a coordinated view. This strategy has been demonstrated the successful exploitation of coordinate views between task models and system models [14][137][158][251]. On one hand models remain independent of the coordinated view and can be used in individual basis whereas only one view of the system is required; on the other hand coordinated views can help to follow the co-evolution of models when adaptations in one model is required to keep the coordination in place with other models. Moreover, coordinated views can ensure a certain level of co-execution of models [13].

- Model transformation: by using appropriate mapping of concepts a model can be translated from a language to another [68]. A model transformation is itself a model and it is described by a specific transformation language. Multi-modelling languages can be reached by successive models transformations combining and/or producing different models. The underlying idea of transforming a model into another is seductive and become a predominant topic of research in Software Engineering in the last years. However, the use of transformation model is not always straightforward for dealing with interactive systems [58]. Many authors have suggested the use of transformation models to deal with the development of user interfaces [87][134][220]. Nonetheless, many models used for engineering interactive systems are informal and/or semi-formal which poses serious problems for the interpretation of concepts and corresponding model transformation which might lead to usability problems that are embedded into the user interfaces generated through model transformations. The trick issues with a model transformation is that, if a user interface should be change for any reason, we should fix the underlying models instead of the user interface as perceived by designers and end-users, which requires a completely different way of reasoning about the development process of user interfaces. Whilst the effective use of transformation models might be somewhat limited to simple types of user interfaces (such as based on Web forms), they have been demonstrated of interests for generating multi-target platforms [151][261].
• Development of unified user interface description languages: This alternative consider the development of a unified language that encompasses multiple modeling notations, each one covering a particular views of interactive systems. This approach might not reduce the number of models and notation but some problems related to the semantic of concepts can be reduced if models are assumed to be part of the same unified language. We might consider this solution as similar to that which in the past has led to the development of Unified Modeling Language (UML) in Software Engineering [166], USIXML [132] and IFML [167] can be cited as an example of attempt for unifying models for engineering interactive systems. USIXML follows the principle defined by the framework Cameleon [42] and it supports several level of abstractions of models (including task models, abstract user interfaces (AUI), concrete user interface (CUI) and final user interface (FUI). By appropriate tool support (which does not exclude model transformation) it is possible to refine abstract user interface elements into more concrete specifications. Multiple levels of abstraction offer a certain degree of flexibility for accommodating constraint and solving design issues without having to focus on a specific target platform.

• Domain Specific Languages (DSL). A Domain Specific Languages (DSL) aims to facilitate the construction of software artifacts thought specialized abstractions and notations that integrate all the concepts required to solve a particular type problem. DSLs are claimed to bring important productivity improvements to developers and the increased usability is regarded as one of the key benefits of DSLs. Nonetheless very few studies about the usability of DSLs exists [7].

4.4.3 Degree of formality of models

Another factor of diversity of modelling languages is their degree of formalization. It quite remarkable that the usages of models are somewhat limited by their degree of formality. While informal models such as mock-ups/blueprints are suitable for communicating design options with users, clients and/or stakeholders, they cannot be considered for rigorous analysis [251]. Semi-formal models such as task models still require external/human interpretation to become operational but they have been demonstrated useful for specifying and assessing scenarios that should be supported by interactive systems [251]. Formal methods leave no room for interpretation so that models can tell whether a particular sequence of activities are possible or not, which enable their use for enacting (or controlling) the execution of interactive systems [246].

Although informal and semi-formal models have their utility during the development process, we acknowledge that formal methods are of particular interest for the research on interactive systems. As wisely argued by Alan Dix [65], formal methods make explicit every possible design decision thus helping to prevent errors that can be introduced during the development process if developers have to interpret incomple or ambiguous specifications. Indeed, a high level is formality is required to build computing tools that present a deterministic behavior. Moreover, we argue that if a design solution is meant to be reused, it is better to be formally described. This statement is valid not only for developers who must a formal specification to be sure they are correctly implementing the design solution, but we suggest it should become a mantra for researchers in the field as it offers a mean for systematizing design solutions and the knowledge acquired after analyzing existing alternatives.

There is a vast literature on formal models for dealing with interactive systems and the foundations can be found in the books of Alan Dix [64] and Harrison and Thimbleby [96]. For a comprehensive example about many possible uses of formal methods, Palanque and Paternò [181] compile a large set of solutions based formal models that have been applied to a case study of describing a Web browser. Former conference series DSV-IS13, TAMODIA14, CADUI15, and now merged into EICS16, and other workshops offer a venue for articles in the matter.

Despite a significant interests of the scientific community in the 90’s’, the take up of formal methods for the engineering of interactive systems has been pretty slow. Formal methods have been regarded as being difficult to understand due to unfamiliar symbols and interpretation rules that are not apparent to practitioners [195]. Costs is also a harsh counter-argument quite often used [118] for that the only strong motivation for using formal methods is applications on safety critical domains such as Health, Transportation, Command and Control, and Aerospace. Nonetheless we suggest that those problems can be overcome with development of syntactic sugar and appropriate tool support for hiding and disclosing the complexity underneath formal model specification according to the needs and or capacity of understanding of practitioners using models. The challenge is to provide a lightweight interface and interaction models that internally embed formal models in such a way they become palatable for user interface designers. We consider that this one of important aspect that could orient the research in the field.

---

13 DSVIS: Design, specification, and verification of interactive systems (run from 1994 to 2008).
14 TAMODIA: Task Models and Diagrams (run from 2002 to 2009).
15 CADUI: Computer-Aided Design of User Interfaces (run from 1993 to 2008).
4.5 Contribution to models for engineering of interactive systems

My interests on models for engineering interactive systems increased during my PhD thesis (2004) [241] and since then models played a central role in my research activities. In the last years I have extensively investigated the use of model-based approaches for improving the communication between stakeholders and members of the development team [244][251], assessing interactive systems [29][168][198][265], specifying complex interaction techniques [157], providing user guidance and supporting training [138], and predicting the effects of interruptions during the execution of interactive systems [172][172][228]. More precisely, my research activities was particularly focused on dialog models and task models. The next sections describe a selection of three of my contributions on the matter which includes: the research around a dialog modelling notation called StateWebCharts (SWC), the proposal of the task model notation HAMSTERS, and lately the weaving between dialog models and task models.

4.5.1 StateWebCharts: a dialog modelling notation for the Web

StateWebCharts (SWC) is a modelling notation for describing navigation aspects of Web applications [255]. Navigation is a special kind of dialog behavior which occurs when a user moves from a document to another, which is commonly found in hypertext-based systems such as the Web. SWC was proposed as part of my PhD [241] as a solution for describing idiosyncrasies of Web navigation which ultimate include a dialog between a Web client (i.e. Web browser) and one or more Web servers, the dynamic generation of contents of Web documents and hyperlinks that allows seamless connectivity of two distinct Web applications. For that I have extended the Harel’s statecharts notation [255] by adding two main features: a semantic representation for states for describing the way which Web contents are generated and integrated into a Web page (i.e. static, dynamic, transient and external), and an explicit description of agents triggering the navigation (i.e. the user or the system). With these extensions we are able to describe the navigational behavior of Web applications.

SWC features a contribution not only in terms of a conceptual model but also in terms of modelling language. As a conceptual model, SWC allows to tackle concepts that are specific to Web applications. Moreover, SWC offers a graphical notation featuring a modelling language and a pragmatic approach for representing the navigation of Web applications. The operational semantic of SWC notation is embedded into a tool support called SWCeditor [246] which allows the edition, visualization and simulation of SWC models, as illustrated by Figure 16. The operationalization of SWC models via a tool support allows the investigation of many other interesting research questions about the use of navigational models for engineering Web applications. Indeed, as we have suggested in [247], the information provided by SWC models can be employed by model checker tools to analyze some system properties concerning the usability, analysis of path navigability and comparing alternative navigational paths. Using the SWCeditor we also have explored the use of navigation models for automating the cognitive walkthrough method for inspecting Web applications [246]. We also have developed a dialog controller that is able to process SWC models deployed at the server side [258]; such an approach allow SWC models to be used to control the access of documents stored on a Web server and it supported our investigation on executable models. The use of SWC models for represented raised several interesting research questions that have been addressed by the PhD thesis of Florence Pontico and Joseph Xiong that I have co-supervised in the period from 2004 to 2008.

Figure 16. Simulation and execution of Web applications using the SWCeditor.
During the PhD thesis of Florence Pontico [186] it was investigated the use of SWC as a user interface description language for formalizing user interface (ui) patterns. This study was motivated by the fact that ui patterns available in the literature are often delivered without any kind of formalization, allowing diverse interpretations and leading to implementations that cannot be automatically cross-checked (with respect to the recommendations provided by guidelines). Similar applications presenting different navigation might be accountable for inconsistencies and lack of coherence, which are quite well known sources of usability problems [161][162]. In a large case study run during the PhD thesis at the agency SmaIS-MvM17 we have found that inconsistencies between similar applications were indeed due to the lack of guidance provided to designers and developers trying to use ui patterns [249]. For that we have proposed a template for systematically organizing ui patterns [190]. The description proposed for ui patterns is rather classical (advices of implementation and rationale around a given ui design pattern) but it introduces an attribute called wireframe which might assume different forms depending on the nature of ui pattern at a concern. For example, whilst ui patterns describing recommendations for pages and/or basic components (ex. buttons, logos, etc.) hold a wireframe attribute featuring a very schematic user interface representation, wireframes of ui patterns describing navigation contains SWC navigational diagram. The template structure was applied to a large set of ui patterns that were delivered at SmaIS-MvM in the form of universal catalogue of ui patterns dedicated to e-government applications [189].

One of the first results of the PhD thesis of Florence Pontico was to demonstrate that SWC models are useful for describing the navigational UI patterns. But the research didn’t stop here. By the means of a dedicate tool, which is described in the PhD thesis of Florence PONTICO as eGovPIM [186], we have demonstrated how designers can reused and modify SWC models to generate low fidelity prototypes. We suggest that these rapid prototypes can help the communication with clients and designers in initial phases of the development process for checking initial ideal about the design. Moreover, as those prototypes are generated from a template taken from the universal catalogue we can be considered consistent with respect to the ui pattern. This lead to the investigation of two subsidiary research questions: How to use models for guiding the design of prototypes? And, how to support flexibility into ui patterns when designers have to accommodate an arbitrary number of pages in a navigation trail according to the needs of the application in development? For that, an extension of SWC models was proposed to allow to specify which states and transitions can be modified without broking the navigational principle defined by a UI pattern.

The PhD thesis of Joseph Xiong was focused on methods for automatic inspection of accessibility and usability guidelines at different phases of the development process of Web applications [265]. The underlying motivation for this PhD thesis is that the correction of usability problems found after an application has been deployed is known to be expensive and time-consuming [33]. Our goal was to determine in which extension it would be possible to anticipate the detection of usability and accessibility problem in earlier phases of the development process and in particular during the phase of design. Several artifacts and models, including SWC models, were employed in the study [268]. Giving the fact that a substantial number of usability problems reported to Web applications refer to navigation, SWC models were considered suitable artifacts for the study. Moreover, many usability problems related to the navigation (such as broken links to pages, or long paths between two stats) can be expressed in terms of integrity properties (such as the reachability of states). Thus, we assume that by checking such integrity properties in a SWC model we can infer the occurrence of navigation flaws before the implementation of the system. In order to support the assessment of models, we have generalized the concepts we want to check by the means an Ontology [267]. The concepts in that Ontology were extract after a careful inspection of a large set of ergonomic guidelines for the Web which includes the W3C/WAI Content Accessibility Guidelines and a guidelines compilation issued from the project EvalWeb [209]. After that, all the guidelines were rewritten in the same terms concepts defined in the Ontology. Using mapping tables, the constructs of SWC models have also been associated to concepts of the Ontology. An appropriate tool support as then used to inspect SWC models with respect to the guidelines.

The PhD thesis of Joseph Xiong presented both academic contributions and impact in the industry. First of all, it enlarges the use of conceptual models for building Web applications [267]. That PhD thesis proposed a method and a tool support for dealing with inspection of models along development process [266]. The results show that ergonomic guidelines can be inspected in early phases of the development process [268]. This PhD thesis was funded under a contract CIFRE18 in cooperation with the company Génigraph which embeds the results into the framework e-citizen19. Thanks to the methods developed during the PhD thesis of Joseph Xiong, the framework e-citizen received a prize “TIC du Salon des Maires et des Collectivités Locales 2005”.

17 SmaIS-MvM is a non-profit organization devoted to the design, deployment and handling of public e-Government applications in Belgium. It employs more than 1.000 persons, mainly administrative staff, and software engineering experts. Further information at https://www.smals.be/.
18 CIFRE - Conventions Industrielles de Formation par la Recherche – is a program that fund PhD thesis developed in cooperation with the industry. Further information at: http://www.anrt.asso.fr/fr/espace_cifre/accueil.jsp?p=1
19 Further information about Génigraph, now Softeam-Cadextan, and the framework e-Citiz at: http://www.e-citiz.fr/
HAMSTERS: contributions to the development of a new task model notation

HAMSTERS is a task model whose acronym stands for Human-centered Assessment and Modeling to Support Task Engineering for Resilient Systems [144]. HAMSTERS was inspired by existing notations such as CTT, K-MAD and AMBOSS, from which it borrow many concepts but it also features several extensions of the conceptual task model to cope with fine-grained description of user tasks. For example, HAMSTERS borrows from CTT the typology of abstract tasks, system tasks, user tasks and interactive tasks. However, those constructs are much more specialized; for example user tasks are decomposable in motor tasks (e.g. physical activity), a cognitive task (e.g. decision making), or perceptive task (e.g. perception of alert).

The research that leads to the development of HAMSTERS started in 2009 as a student project but the major developments were accomplished during the PhD thesis of Célia Martinie (2009-2011) [137] which I co-supervised. Figure 17 presents a timeline with the evolution of the notations HAMSTERS. That timeline covers the period of 2009 to 2015 and only takes into account the appearance of documents describing the evolution of the conceptual model and the corresponding graphical notation. Every subsequent extension of the notation gave place to a publication in a scientific conference such as EICS [13][138], ATACCS [140], ECCE [143], HCSE [79] and INTERACT [70][144]. We should notice that extensions not only affect the conceptual model but also drove the evolution of the tool support which is eponym of the HAMSTERS notation.

I have accompanied the development of HAMSTERS since the beginning but I have particularly contributed with the structuring mechanisms that have been proposed for helping users of task models (mainly the members of the development team) to deal with the complexity of large systems [79][144]. The rationale for these extension is the following: if the activities to be represented are complex, the resulting models might become complex too. Complexity is a recurrent problem with model-based approaches that might require significant availability of resources which is sometimes perceived as too much effort, too long to produce and not being cost effective enough. Besides the development of tool support for editing and simulating HAMSTER models, we have also addressed complexity at the notation level. In previous work [138] we have discussed some basics mechanism allowing abstraction and refinement of task models is we have proposed two mechanisms (i.e. sub-models and sub-routines). More recently in [79], we have revisited these mechanisms and we propose a third one (component) that provides a powerful mean for reusing models parts. These three mechanisms are aimed at supporting rapid task-model development by structuring models and improving reuse of existing models. This work is driven by the premise that the development team might have special needs for working with task models in an efficient, effective and satisfying way. By improving the usability of tools and the task model notations we expect to help developers to focus on the analysis of end-users tasks and free them to the burden of managing complex diagrams.

It is worthy of notice that such as extensions are highly influenced by real life cases studies issued from project with the industry (mainly CNES and AIRBUS) and motivated by the possibilities for improving model-based task analysis. For example, some of the studies around HAMSTERS models aim at determining the costs of task migrations (when the responsibility for a task is transferred from an agent to another) which is particularly important for analyzing the tradeoffs of task automation (when a task performed by the user is transferred to the system). At a first sight, automating tasks might discharge users from an activity, but is not always the case: for example, using an ATM system requires users to perform additional some cognitive tasks (e.g. remember password). By decomposing the cost in terms of cognitive, motor and perceptive tasks we expect to have a better understanding of the real costs of task automation for the users. Thus, extension of user task were are required for performing the simulation of user’s tasks and thus predicting users’ performance with interactive systems [13].

The research around HAMSTERS follows its course. Currently some colleagues in my research group are working on the representation of procedural, situational, or strategic knowledge required by users to accomplish certain tasks [143]. Other studies still in progress focused on the representation of collaborative tasks [138] and human error [70].
4.5.3 Weaving dialog models and task models

Dialog models and task models provide two complementary views about how interactive systems work. As presented in section 4.3, a dialog model describes how the system process user’s inputs and how it produces the corresponding feedback. For task models, they inform everything users must to do (i.e. to perform, to know, to behave, to cooperate with others, etc.) in order to accomplish their goals with the software. Dialog models and task models are closely related because, at a high level of abstraction, both describe a sequence of actions and/or interactions that might occur when the interactive system is running. Nonetheless, we cannot generate a model from another.

In [159] we have demonstrated that a task model might inform different design options for a system and if we try to generate the dialog from a task model we remove all creativity from the design process. Moreover, despite the fact that some parts of the dialog can be derived from task models using transformation rules [134], task models lack of substantial information (for example for handling events) and designers must intervene at some point to complete the dialog [261]. The other way around have been proposed by few authors [133] who could, at the best, demonstrate the extraction of simple sequences of users actions that are hardly enough to support the analysis of human activity with systems. Nonetheless, the views provided by task and dialog models must converge at some point, otherwise that will be a gap between what users are expected to do and how the systems responds to users’ actions. For that strategies for weaving task and dialog models are very important for the engineering of interactive systems.

In our research we start by investigating how use scenarios extracted from task models as a bridge between those two views. That scenario-based approach presented in [169] extends previous the work of Navarre et al. [156] and it has been validated using different dialog notations. In a study concerning applications for Air Traffic Control [169] we have employed the CTT notation for describing tasks and ICO models for describing the dialog. In studies concerning Web applications we have used CTT too but replace ICO models by SWC models [257][260]. These studies demonstrated that scenarios present the necessary concepts for ensuring the correspondence between task and dialog models, regardless the notations we have used to describe the dialog.

A step forward in our research was achieved by supporting the co-execution of models. To this end we have developed a tool support for the task model notation HAMSTERS and used the CASE tool PetShop for building the dialog. We have shown that a full integration of two dedicated tools can be performed and that it provides many benefits both for the verification of the compatibility of the models and at runtime by supporting users’ activity to reach their goals providing them with contextual information [13]. A full case study focused on Weather Radar System (WXR) embedded in aircraft new generation interactive cockpits validate the approach. That work represent a dual perspectives for future research in the field: on one hand it allows the investigation of executable models that can control interactive system at run time; on the other hand, it makes possible to visualize parts of models that are involved in the execution of the systems and how changes one model might dynamically affect other models and the system itself.

4.6 Specificities of models for dealing with Web applications

The Web was born as a hypertext system and this can be easily seen nowadays throughout the concepts related to navigation that permeates models used to describe the dialog behavior of applications in the domain. Notwithstanding, many current Web applications follow predefined business logic and complex transactional operations requiring integration with distributed databases and legacy systems. As a result of this hybrid heritage, the development of many Web applications needs to consider aspects typically found in document management systems (i.e. information architecture) and software engineering principles (i.e. functional architecture) [241]. It is interesting to notice that there are many types of Web applications and behind this generic term we might have interactive systems mingling aspects of data-intensive applications (when the interaction pattern create/read/update/delete is predominant), mashups applications (ex. an application built by assembling pieces of other Web sites), workflow-based information systems (applications driven by a business process), service-oriented application (such as search engines), informational Web sites (based on the navigation of static documents)...

To deal with the increasing complexity of Web applications several specialized models and model-based approaches have been proposed in the literature (such as OOHDIM, OO-H, UWE, WebML…). For that, we have proposed the StateWebCharts (SWC) notation as presented in section 4.5.1. All those modeling methods are aimed at supporting a systematic development process for engineering Web applications. Nonetheless, we should recall another specificity of the Web: the fact that user interfaces should be processed by a Web browser which is charge of displaying contents as they have been transferred from the Web server. Interesting enough, the code source of user interfaces is accessible by the Web browser. The distribution of the Web application between the client and the server, the fact that the code source of the user interface is accessible at the client side and subsequently processed by the Web browsers, induces some challenges for the development of models describing the user interaction over the Web that goes beyond of the dialog defined for Web applications, as illustrated hereafter:
• The independence to the Web applications from the Web browser is one the cornerstones for ensuring the interoperability of the Web across many platforms. As the specificities of diverse platform are thus handled by Web browsers some problems might arise, for example contents of Web applications might be squeezed to fit on diverse screen sizes, interactivity can be degraded by browser that cannot process client-side scripts (ex. lack of JavaScript support), some contents might not be displayed due to client-side restriction (ex. blocking pop-ups)… Following a truly user-centered design approach requires to tune Web applications according to the restrictions of the browser. However, given the large number platforms, fabricants and versions of browsers available in the market, tuning applications to the browser would be cost-prohibitive. Moreover, given to the fact that many applications needs fast updates of contents, it would be an endless work to tune applications by hand. For automating the process, we need to increase the level of abstraction of components they use to build Web applications and use other strategies for tuning the contents according to the requirements of a concrete user interface [147]. Whilst plasticity is a property that can be available in many types of interactive systems [58], it becomes an everyday concern when building Web applications. As we have illustrated in [41], the need of plasticity might have a huge impact on the user tasks and in the dialog and it is important take care for not degrading the usability of Web applications.

• We must consider the multiple layers of dialog that are behind the execution of Web application which might encompass the Web application itself, the Web browser and the presence of add-ons/plugins [62][73]. In the first layer we consider the navigation as is was specified and implemented by the developers of Web applications deployed at the Web server. In the second layer, we have the user interaction with a Web browser that displays the Web application’s contents as they have been transferred from the Web server. The use of navigational mechanism available at the browser level (such as history and backtracking mechanisms) might affect the overall user experience with respect to the navigation in Web applications. Finally, we also need to consider that specialized add-ons/plugins might have been installed by the user on the top of the Web browser and they modify the behavior of the Web application and even the behavior of the Web browser. So that, a model aiming to describing the whole user interaction with an application delivered on the Web would better take into account all those three layers.

• Web application are distributed between a client and one or more Web servers and heavily dependent of network connectivity. However, there are many situations where the tasks users have to perform online with a Web application might be interrupted due to, for example, an unexpected loss of connectivity (ex. network failures), temporary unavailability of the Web server (ex. for maintenance purposes), external events that prompt users to interrupt online tasks (ex. mandatory turn off of electronic devices during takeoff/landing…), etc. The availability of local storage of Web site contents previously downloaded by the browser might suggest that users can perform some of their tasks when offline. Nonetheless several technical constraints (such as contents like video streaming that are only accessible online, predefined timestamps for connections, history of navigation, etc.) might prevent users of efficiently resume their tasks over the Web after an interruption. Such scenarios of interruption of connectivity are frequent with Web applications and might dramatically affect the user interaction. For that we are concerned by conceptual models that are able to describe the behavior of Web applications that can partially executable at the client-side (i.e. the Web browser) after an interruption caused by loss of connectivity [6].

• There are many processes over the Web that require a high level of collaboration between users and can only be achieved by orchestrating users’ tasks. Indeed, many tasks users engage over the Web involve dealing with different Web sites; for example, planning a simple trip would require the visit of a first Web site for booking a hotel, a second one for booking flights and many more for finding interesting sightseeing at destination… Moreover, once users figure out the procedures for planning a trip, they might want to share it with friends and colleagues. Despite the fact that users would consider such Web navigation as being part of the same task (i.e. planning a trip) most Web sites will run independently with little support to the actual users’ concern [73]. This example highlights two important aspects about the use of the Web as a platform: i) users tasks are distributed across many disjoint Web sites; ii) users share information to accomplish a common goal. Orchestration is therefore a special kind of behavior that encompasses intra-application dialoque (i.e. actions users perform in a Web application to accomplish a goal) and inter-applications dialoque (i.e. information exchange between independent applications). We have proposed in a previous work [76] a Domain Specific Language (DSL) aimed at describing procedures that are aimed to orchestrate user tasks over multiple Web sites. That DSL combines the description of manual task (i.e. simple instructions tell users for to perform a task on a Web site) and automated tasks (i.e. tasks that can be automated by using tools built under the concept of Web augmentation [70] and that support the integration between two independent Web applications). The dependencies created by the orchestration of user tasks between disjoint applications might lead to a complex triangulation between the actors that involved in the development of Web applications as discussed in [71].

This list above is not exhaustive but it is illustrative enough to induce the interests for dedicated models and model-based approaches for engineering Web-based interactive systems.
4.7 Research agenda

Models help to deal with the increasing complexity of systems and for that reason they are at the core the research in the field of the Engineering of Interactive systems. Special needs for representing concepts required to cover a particular application domain and/or improving the usability of notations is often accounted for the evolution of models. However, it is interesting to notice that the development of models should follow the evolution of technology and its usages. For example, with the advent of ubiquitous computing technology new concepts such as positioning and network coverage have been included models for description interactive systems. Evolution of usage of applications such as the fact that users become producers and not only consumer of contents of Web applications also might leads to the redefinition of the concepts for covering end-user programming.

Overall, the list of topics that we could put in a research agenda concerning model and model-based approach is definitely huge. Nonetheless, we are particularly interested in models able to cope with the idiosyncrasies of interactive systems deployed in the Web domain. As we have discussed in section 4.6, there are many reasons that explain why we need dedicated models for describing concepts in the Web domain. In a short run, these concerns can be translated in the following topics:

- The problems related to interruptions caused by loss of connectivity is going to be addressed in the PhD thesis of Félix Albertos Marco who I co-supervise in a collaboration with the Universidad Castilla-la-Mancha, Spain. The research questions concern models able to support the description of a modal (online/offline) behavior of Web applications. For that purposes, features of the Web and the capabilities are described and analyzed all together as we have suggested in [6]. On one hand we expect to propose models that allows as to analyze the impact of interruptions in human work over the Web. On the other had the ultimate goal is to support the development of Web applications that are resilient to interruptions caused by the loss of connectivity and as a consequence support at the best the users to perform their tasks even when offline.

- The problems related to the orchestration of user tasks distributed across disjoint Web applications was initiated with the PhD thesis of Sérgio Firmenich [71] in a collaboration with the Universidad Nacional de La Plata (La Plata, Argentina) and is going to be pursued in the PhD thesis of Iñigo Aldalur in a collaboration with the Universidad of País Vasco (San Sebastian, Spain). The ultimate goal is to provide a support for describing complex user tasks that can only be achieved by orchestration of Web sites. For some of these tasks we assume that users should be Web to program scripts (or at least being able to tune existing scripts according to their needs). We expect to provide models that are able to describe complex user tasks in terms of intra- and inter-applications dialog and support the description of fine-grained behavior of scripts aimed at automate the orchestration of tasks.

In a long run, we expect to contribute with models and model-based approach that can integrate the views about the Web development. In the way, we will pursue the analyses of models used in other applications domains. We believe that looking around models and problems solved by model-based approached in other domains it might be possible to get insights and borrow ideas to solve problems in the Web domain. This is indeed what we have experienced when investigating task models in safety-critical systems who inspired our research on the Web domain. Moreover, in an even long run, we expect to lever our understanding of the use of models for building interactive systems in a border sense, beyond the borders of a particular application domain and/or technology.
5 Assessing interactive systems

According to the standard ISO 13407 [109], the development of user-centered interactive systems can only be achieved by an iterative cycle where phases of design and evaluation alternate during the development process. The ultimate goal of such evaluation cycles is to understand how to improve the systems until its design fulfill users’ needs in terms of usability [63] or as defined by to the ISO standard 9241-11 “The extent to which a product can be used by the target users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [105]. This chapter examines the overall contributions of usability of evaluation methods for the development of interactive systems, the shortcoming with existent methods and the perspectives for future research. We start by providing a brief overview of the state-of-the-art in usability evaluation methods. Then it discuss how other user interfaces properties (such as accessibility, user experience, privacy, resilience, etc.) that, beyond usability, should be taken into account during the design and development to fulfill particular requirements for interactive systems. The rest of the chapter describes our contributions in terms of usability evaluations methods and the agenda for future work.

5.1 Overview of methods for evaluating interactive systems

The HCI community has been prolific in the development of usability evaluation methods (UEMs) to support the continuous assessment during the development process of interactive systems. During the Cost Action 294-MAUSE we have analyzed and compared a comprehensive set of usability evaluation methods (Law, Scapin, Cockton, Springett, Stary, Winckler, 2009) [129]. In the MAUSE project we have found a considerable variability among usability evaluation methods. It was interesting to notice that some methods are more suitable than others to be employed at certain phases of development process (for example inspection methods can be employed even with low-fidelity prototypes in early design phase whilst model-based analysis will required a more complete describe of the interactive system). Moreover, the outputs provided by different methods can also vary considerably, for example: by providing a simple metric about usability, by giving a list of usability problems to be fixed in the interactive system, or by proposing a set of design guidelines (or recommendations) that are aimed at systematize new knowledge about how to enhance the interaction with the systems.

Usability evaluation methods can be presented in many different ways but in the present work we follow the classification originally published in (Bernhaupt, Navarre, Palanque and Winckler, 2007) [29] as illustrated by Figure 18. The list of evaluation methods presented hereafter is far of being exhaustive and does not take into account adaptations of methods to cope with the idiosyncrasies of non-traditional environments (such as the living room and mobile applications) which is the subject of the work done by Bernhaupt (2009) [27]. However assume that the description of methods presented here is fair enough to support the discussions about the contributions of usability evaluation methods to the engineering of interactive systems.

![Figure 18. Overview of evaluation methods.](image)

20 Besides usability, some usability evaluation methods (UEMs) can be used to assess other user interface proprieties such as UX. Along this chapter the term usability evaluation methods is used to refer to any method allowing to assess interactive system. The mention to the evaluation of specific properties will be done explicitly whereas the distinction is necessary.

21 Cost Action 294 MAUSE, which stands for Towards the MAturation of Information Technology USability Evaluation, was a cooperation project from 2005-2009 with the mission of bringing more science to bear on the development of usability evaluation methods (UEMs). Further information at: http://www.cost294.org
5.1.1  User testing

The methods classified as user testing imply that user activity is observed and recorded while users are performing their tasks. The observation can be based on non-intrusive methods such as log file analysis or based on direct observations of users performing tasks that can be predefined and run in controlled settings (ex. thinking aloud protocol, Wizard of Oz) or have users performing their usual tasks in their working environment (ex. field observation).

In many cases, user testing seems to be a preferred strategy for evaluation interactive systems because it allows the investigation of how users adopt and interact with technology providing valuable information about the general usability and the user experiences [204]. Indeed, direct or indirect observation of users provides valuable information about how users use and perceive the system in a given moment of time. As a snapshot, such observations should be repeated several times along the development process to understand user’s needs and requirements evolve over time due to training, influence of social and environmental aspects. Therefore, user testing are time consuming, costly and demanding in terms of logistics, which often lead to restrain the number of participants and the number of scenarios to be tested in a single evaluation [156]. Thus, users testing methods might lead to the lack of representativeness (if the sample of participants is too small or not representative of the target population of potential users) and completeness (if only a subset of scenarios is assessed).

The automation procured by methods based on the analysis of log files make the collection of user traces easier; however, such indirect observations of users trace alone are often hard to analyze an interpret in terms of usability problems mainly because it is very difficult to know who are the users, what are the tasks they are trying to perform and how they perceive the systems [111]. Nevertheless, some of these shortcomings with file log analysis can be relieved by combining user traces collection with online questionnaires [252]. In addition to that, some recent techniques supporting the creation of users portray by exploiting Big Data and social networks [175] suggest that log file analysis might play a more important role in the development of new methods for observing users, at least on the Web.

5.1.2  Inspection

Evaluation based on inspection methods assumes that human-factors experts rely on ergonomic knowledge provided by guideline recommendations or on their own experience to identify usability problems while inspecting the user interface. Inspection methods are performed by evaluators without any direct user involvement [162]. These methods can be employed with full-fledged prototypes but also produce good results with low-fidelity prototypes which represents an asset for identifying usability problems in early phases of the development process. Among the methods in this category are worthy of mention the heuristic evaluation [156], cognitive walkthrough [162] and guideline reviews [18].

Whilst some approach such as cognitive walkthrough are focused on the systematic inspection of the user interface through the execution of tasks by evaluators that try to assess its understandability and ease of learning, other inspection methods rely on knowledge and expertise of evaluators who can be guided by heuristics (in the case of heuristic evaluation) or guidelines (as in ergonomic review).

Heuristics and guidelines are a way to alleviate the lack of expertise by prompting evaluators to look at the user to certain features that can be interpreted as usability problems. However, even experts experience difficulties in applying guidelines, at least in the format in which they are conflict with one another because there is a wide gap between the recommendation (ex. “make the site consistent”) and its applications [111]. In order to overcome these limitations of manual inspection, much effort has been devoted in the development of tools supporting the collection and the organization of guidelines [233], guiding the inspection [36] and supporting automated guidelines inspection [207][265]. One of the advantages of employing automated tools for guidelines inspection is that no extensive knowledge on ergonomics is required since most of the technical details are embedded into the tools. However, due to the inner nature of guidelines, it seems clear that not all guidelines can be fully automated and some of them still require interpretation and manual inspection. For Web applications, the automation limit of full inspection has been estimated to ~18% with some partial support to 49% of guidelines [268]. Nonetheless, the lack of experts to perform usability evaluations and the high costs of other evaluation methods (e.g. user testing) make automated inspection of guidelines a suitable method for supporting frequent evaluations of Web applications [250].

5.1.3  Inquiry

Inquiry methods encompass methods based on interviews and questionnaires that are omnipresent in the HCI research as a mean to collect implicit knowledge that can hardly be obtained without asking users. For example, contextual inquiry is specifically designed to uncover implicit knowledge about work processes and often require a workplace visit [128]. The analysis of interviews performed using contextual inquiry can be intimidating and often required skilled person with social science training and some of the constrains for the applicability of this method are similar to user testing.
Whilst questionnaires can be used in a large sense to collect information about users, it is often particular interests for the research in the engineering of interactive those specialized questionnaires that have been developed to assess particular properties such as usability (e.g. SUS [37]), cognitive workload (e.g. Nasa TLX [91]), factors for adoption of the system (e.g. UTAUT [235]), user satisfaction (e.g. QUIS), UX (e.g. AttrakDiff [100] [101]), etc. In some cases the results are given in the form of numeric scores (e.g. SUS) or visual graphs (e.g. AttrakDiff) that can be used as indicators of the overall quality of interactive systems. Such indicators can be easily communicated with the development team but they don’t explain what the usability problems are, which parts of the systems are affected by the problems and how to solve fix them. For this reason, questionnaires are often used in combination with user testing techniques. It is also worthy of mention that the use of specialized questionnaires imply that users had used the system, or at least a prototype, before answering the questions; so contrary to interviews, questionnaires are less suitable for early phases of the development process.

5.1.4 Analytical modelling

Evaluation methods based on analytical modelling exploit models used to specify the behavior of interactive systems as a means to predict flaws or defects that could compromise the usability of final application. For these purpose two main categories of models are worthy of being investigated: task models (that are used to analyzed user tasks with the system) and systems models (that are used to specify the behavior of interactive systems).

In previous work [246] we have identified four suitable strategies for analytical modelling of interactive systems: i) static verification of models for detecting problems such as model inconsistency, data dependency, etc., ii) dynamic verification which implies the simulation and/or execution of models for supporting automated walkthrough inspections, iii) verification of system properties that test the compatibility of models against predefined behavioral rules expressed as temporal logic, and iv) synergistic assessment of system models and tasks models to determine the feasibility of user tasks with the system specifications.

Model-based evaluations are of particular interest for the engineering of interactive systems because evaluation outputs can be directly associated to parts of interactive system (even if represented by model constructs), which helps developers to locate and fix defects found during assessments. Moreover, model-based evaluations can be in a large extent automated thus allowing systematic inspection of the models that will be used to build the systems. But before getting the benefits, some challenges should be overcome. One of the main challenges is find suitable modeling notation with the expressiveness power to describe the system behavior and with the corresponding semantics of constructs for allowing the identification of usability problems [265]. In previous work we have investigated these challenges for the assessment of Web applications. The expressiveness power for describing the navigation behavior of Web applications was met with the development of the SWC notation [255]. The required semantic for assessing SWC models was found by mapping concepts present in ergonomic guidelines (ex. “page”) to the SWC constructs (ex. “basic state”). Therefore, guidelines like “Each page must have a link to it” can be translated into “Each state must have a transition pointing to it”, which is a formal statement that can be verified under SWC models [265].

It is interesting to notice that model-based evaluations are performed over specifications, not over the final implementation. So that even if usability problems are detected by analytical modelling and fixed on the models, there is no guarantee that the final application will be free of usability problems at run time. For example, models describing the navigation over Web applications often lack of contents that are only available at runtime; thus, the automatic generation of content might include new links that can modify the usability predicted by evaluations performed over navigation models [246]. Methods that rely only on specifications of the system might lack of sufficient information to determine the metrics that better predict the occurrence of usability problems at run time. For example, users might have many strategies for navigating Web application to accomplish their goals. If we don’t understand the user mental model for accomplishing tasks it is difficult to check if the paths specified over navigation models are indicators of usability problems or not. Nonetheless, goal-driven evaluations over model is made possible if we combine synergistically scenarios extracted from task models and navigation models, as we have demonstrated in [257].

Indeed, the outputs provided by models-based evaluation methods lack of empirical information from real users. For that reason more recent works propose methods that combine analytical modelling techniques with other user testing methods. For example, Paterno, Piruzza and Santoro (2006) [181] propose to combine task specification based on ConcurTaskTree (CTT) with multiple data sources (e.g. eye-tracking data, video records) in order to better understand the user interaction and the task models used to support the development process of multimodal user interfaces. Following the same attempt, in [29] we have combined model-based evaluation with user testing and cognitive walkthrough to investigate low-level interaction issues such as fusion/fission of events and temporal behavior that make multimodal user interfaces difficult to evaluate. Finally, model-based evaluations imply the availability of appropriated tool support. Moreover, model-based evaluations are often considered costly, notably because the construction of models is demanding and time consuming. These limitations restrain the use of model-based evaluation to application domains were the costs and the risks associated to usability problems are high enough to justify their use (e.g. safety and critical systems). These constraints can be balanced by the fact that
model-based evaluations can be performed in earlier phases of the development process thus reducing costs of fixing problems in fully implemented applications and reducing the risk of potential hazards caused by human error, for example [195].

5.2 Assessing multiple properties of interactive systems

Whilst usability has been prominent in early HCI research other properties such as accessibility [237] and user experience (UX) [101] are nowadays also at the core of the research agenda in the field by extending the scope of the assessment of users’ needs with respect to the systems. For example, whilst accessibility addresses the needs of impaired users to accomplish their tasks with the system [36], UX goes beyond the pragmatic aspect of usability by taking into account dimensions such as emotion, aesthetics or visual appearance, identification, stimulation, meaning/value or even fun, enjoyment, pleasure or flow [28][101].

According to the interactive system at concern many other user interface properties might become relevant and/or major factors for user’s adoption of interactive systems. For example, in a study concerning e-voting systems [248] we have examined the relationship of user interfaces properties including usability, user acceptance and trust and other related concepts like security, reliability and privacy which have an direct impact on the design of the user interface. It is worthy of mention that whilst some properties such as usability (i.e. for casting votes) and privacy (i.e. no link can be made between a vote and a voter) were expressed as users concerns for the adoption of the system, others requirements such as accuracy (i.e. no vote can be altered, deleted or invalidated) and robustness (i.e. any number of parties or authorities cannot disrupt or influence the election and final tally) which are specific from the application domain of e-voting [48] cannot be directly attributed to users’ needs.

The inclusion of new properties as requirements for the development of interactive systems call for suitable evaluation methods to cope with specific attributes and inner dimensions of such as properties. During the TwinTide project we have investigated in which extensions usability evaluation methods could be adapted and/or extended to assess diverse user interface properties in a variety of different domains in which HCI design and evaluation plays an important role [130]. Despite the main categories of methods presented in Figure 18 remain relevant, many variations on method exist. For example, whereas usability emphasizes effectiveness and efficiency [105] UX includes hedonic dimensions in addition to the pragmatic ones [101], and is thus subjective attributes that can cannot be evaluated with stopwatches or logging. This is the reason why new inquiry methods based on probing [30] and questionnaires [100] have been developed to assess UX.

Dealing with multiple requirements expressed by users and/or issued form the application domain is a recurrent aspect of the development of interactive systems. And yet, the integration of multiple user interface properties presents many challenges. When two or more user interface properties are involved they might appear sometimes competing or in conflict (when the analysis of individual properties favors different design options). To illustrate this we recall a case study [146] used in in a previous work to analyze the design alternatives for granting users with access to data over a simple Web site. If only usability and accessibility are at concern, the obvious design solution would be to provide direct access to data over the web site (as this simplify the user’ tasks and do not impose any constraint to impaired users). However, if privacy issues are also taken into account, the implementation of a login becomes mandatory and, ultimately, this design option will reduce the system usability (as logging into the systems takes times, recalling password is cognitive demanding and error-prone). It is interesting to notice that a simple login will not ensure completely the security of the Web site as it doesn’t prevent spam attacks from bots. By adding a visual CAPTCHA23 to the Web site the property security is enhanced but usability is downgraded (as extra user effort is required to complete the login) and accessibility is totally compromised for blind users. In order to accommodate blind users an audio/visual CAPTCHA can be added, but this will not make the application more secure or usable. It would be possible to envisage more complex mechanisms for making the application secure but it not certain that users would still be able to use that application.

In conclusion, while in a user-centered design process we often try to highlight those properties that favor end-users, we should not forget that the underlying technology and idiosyncrasies of application domains have a huge influence of the development process of interactive systems. The solution to be adopted requires a deep analysis of all tradeoffs involved which only implies the level of priority given to properties but also the analysis of extra costs imposed by design alternatives that might downgrade the importance of other properties to levels that are bellow of acceptable by the users.

---

22 Cost Action IC0904 TwinTide: which stands for Towards the Integration of transectorial IT design and Evaluation, was a cooperation project from 2010-2013 aimed at harmonizing research and practice on design and evaluation methodologies for computing artefacts, across sectors and disciplines. Further information at: http://twintide.org

23 CAPTCHA (acronym for : completely automated public Turing test to tell computers and humans apart) is a program that protects websites against bots by generating and grading tests that humans can pass but current computer programs cannot.
5.3 Contributions to the assessment of interactive systems

My early research carrier started with the investigation of usability evaluation methods for the Web. During my master studies (1997-1990) I have proposed an evaluation method that combined log file analysis and online inquiry, which was aimed at better understanding the activity of remote users [252]. Through the years, I have examined diverse usability evaluation methods not only for Web applications but also for assessing a variety of application including e-voting systems [248], mobile applications [11], multimodal ground-segment systems [29][172], information visualization techniques [81][251]. In due course, I came to realize that, in most evaluations, there was a gap between the descriptions of problems (that could be found with existing usability evaluation methods) and the parts of the system that should be fixed. For example, by running user testing it is possible to determine the user threshold for performing a task with the system; however the results do not tell which part of the system should be tuned to increase user performance. In such cases, the solution to be found relied on the development of new design options for the systems that should pass a new round of evaluation to determine if the user performance lies in an acceptable range. Whilst iterations are cornerstone in user-centered development process, each cycle introduces costs with no guarantee that the problem will be fixed. The costs are even higher when the problems are found in late phases of the development process. In the attempt to overcome this gap, I have oriented my research towards the investigation of model-based approaches for supporting the assessment of interactive systems in early phases of development process. Hereafter I propose a summary three contributions in the matter. The first one concerns a method for automating the inspection of guidelines over navigation models. Then we discuss usability evaluation and co-execution of models. Finally we present our attempts at combining data collected through direct observation of individual as task model.

5.3.1 Model-based inspection of guidelines

In the context of development of Web application, evaluations are not only important for identifying problems before deploying the application but also for checking that no usability flaws are introduced whilst updating Web site’s contents [114]. With the advent of specialized tools in the last decade, automated inspection of guidelines become the prominent evaluation method for assessing Web applications [36]. The underlying process for automating guideline inspection consist in interpreting user interface guidelines (such as “Verify that links connect to existing pages”, source: Borges et al, 1996; “Every page should have a link up to your home page”, source: Nielsen, 1993) and translate them into algorithms and software code for inspecting the HTML/CSS code [111]. It is worthy of mention that usability and accessibility become critical requirements due to the hard concurrency between Web sites (e.g. electronic commerce applications) and legal commitment for quality of information delivery (e.g. Accessibility responsibility of content published on the Web) [262].

In previous work [258] we have examined a variety of evaluation methods that would be suitable for assessing Web applications along the whole development process and we have suggested in [250][257] that guidelines inspection could be performed over navigation models used to build Web applications. The automation of guidelines inspection over artifacts requires the interpretation of guidelines with respect to the constructs available. In order to provide a formal and non-ambiguous description of concepts embedded into guidelines, we have proposed an Ontology that was stabilized after analyzing a corpus of 208 guidelines issues from the W3C/WAI Content Accessibility Guidelines [237] and the set of guidelines compiled during the EvalWeb project [209] (which covered a comprehensive number of guidelines sources). In a first step, the Ontology was used for mapping guidelines to artifacts; for example, in a graph-based navigation model, an arc is interpreted as a “link”. Then the guidelines are rewritten in a declarative form [267] using a XML syntax that can be processed by a tool based on a rule engines (i.e. Drools24).

This contribution to the automation of guideline inspection are at the core of the PhD thesis of Joseph Xiong (from 2004-2008) which was funded under a CIFRE25 agreement in partnership with the company Génigraph [265]. The approach proposed in Joseph Xiong’s PhD thesis explores mechanism for inspecting artifacts available at each phase of the development process. Such mechanisms have been fully integrated into the tool e-Citiz26 developed by Génigraph so that applications generated with e-Citiz are inspected before deployment which guarantees they are free of technical accessibility flaws. Moreover, we have demonstrated that by exploiting artifacts such as navigation models an important number of guidelines could be taken into account in early phases of the development and in particular during phases of the development process where the participation of users is not straightforward (i.e. specification phases) [268][265]. From a scientific point of view, these studies trace the route for investigating questions about the expressiveness power and the semantic of models to support usability evaluation over artifacts used in early phases of the development process.

---

24 http://drools.org/
25 CIFRE : “Conventions industrielles de formation par la recherche”, is a French program for funding PhD thesis that are developed in partnership with the industry. Further information at : http://www.anrr.asso.fr/fr/espace_ciffe accueil.jsp
26 e-Citiz is a model-driven framework for developing administrative procedures that are deployed under the Web platform. Further information about e-Citiz and Génigraph at: http://www.e-citiz.fr/
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5.3.2 Usability evaluation based on the simulation and co-execution of models

During early evaluation phases of development designers have to check if abstract modelling will behave as expected. In our work we contributed to methods that involve simulation and co-execution of models as a mean to support usability evaluation in early phases of the development process. The simplest strategy is to use simulations as a kind of automated walkthrough for inspecting a model [246]. Nonetheless, we have also investigated the co-execution of interweaved models that can be required for developing interactive systems.

In previous work we have demonstrated how navigation models and task models could be synergistically exploited to improve the development process not only of Web applications [251][246] but also interactive systems in general [13]. By automatically simulating scenarios over navigation modelling it is possible to verify the system’s conformance with the user requirements specified through task models. The co-execution of task and navigation models extends the potential of model simulations by cross-checking the compatibility between different models used for specifying the interactive systems [156].

Indeed, the engineering of interactive systems can involve the production of various models such as task model, user model, domain model, dialog model, training model … that should not be considered independently as they usually co-evolve and represent different views of the same world. When formal description techniques are used, the process of verification and modification of models is iterative and iteration is conditioned by the result of formal verification. This allows proofs to be made on the system model in addition to classical empirical testing once the system has been implemented. Modelling systems in a formal way helps to deal with issues such as complexity, helps to avoid the need for a human observer to check the models and to write code. It allows reasoning about the models via verification and validation and also to meet three basic requirements notably: reliability (generic and specific properties), efficiency (performance of the system, the user and the two together) and finally to address usability issues (by means of tasks models for instance to assess effectiveness). The expression and verification of properties has been previously studied for formal notations in the field of interactive systems [64].

The complexity of usability evaluation over multiple models was addressed in a previous work [13] where we have proposed an approach for assessing properties of interactive systems by exploiting task and system models. Such as an approach relies on the inspecting of task and system models described using formal notations, as illustrated in a) compatibility of task models and system models) compatibility of tasks, system and interruption models Figure 7 (extracted from Barboni, Lardy, Navarrre, Palanque & Winckler, 2010) [13]. The integration of task and system models at tool level implies the identification of basic bricks from both notations and existence of appropriated tool support. For that we have followed the recommendations stated in [156] for having tool level integration divided into two parts: the first is the editing of the correspondence between the two models while the second consists in a co-simulation of these models.

So far we have mainly addressed the compatibility between models via the co-execution of task and system models [13]. For that, we have proposed an approach that is illustrated at a) compatibility of task models and system models) compatibility of tasks, system and interruption models Figure 7 (see page 12) [172]. We suggest that approach can be extended in the future for exploring the co-execution of other models such as user models, training, requirement, and low fidelity prototypes.

In another work that illustrates the utility of co-model execution for assessing interactive systems, we have introduced a model-based analytical technique for investigating potential disruptive effects of interruptions on task performance in a multitasking environment [172]. We assume that a system A is called more interruption-tolerant than a system B if, for the same rate and type of occurrence of interruptions, the number of goals reached by a given user is higher than with the system B [246]. By employing stochastic methods and formal description techniques describing the interruptions behavior, user’s tasks and the system behavior of the interaction techniques at concern, we are able to determine the number of effective user actions a user manages to perform during a fixed period of time under a varying number of interrupts occurring randomly during that period. The simulation of models using injected values allowed the identification of the threshold for interruptions for every interaction technique. That number of effective user actions was then used an indicator of the resilience of an interaction technique to external interrupts. For example, in our case study concerning of an application manipulating icons in a desktop environment, we have found that an interaction technique named Drag ’n Drop is better suited for low interrupt rates while another interaction technique called Speak ’n Drop takes the lead as the number of interrupts increases [246].

5.3.3 Triangulating task models, user scenarios and UX dimensions

Usability evaluation methods based on user testing are quite efficient for tracking a variety of usability problems and providing complimentary views about the knowledge ones might have about users and their needs. However, such information is often available through different formats which difficult the analysis and makes the mapping hard to connect problems to the parts of the interactive system at a concern. In order to overcome this gap, we have
start to investigate methods for triangulating information about users collected using empirical methods (ex. user testing and interviews) and modeling artifacts (ex. task models) that could be used to build the application.

In a series of empirical studies, we have collected data through user testing [11] and semi-structured interviews [244] that provide overwhelming evidence for corroborating the notion that scenarios reported by users contain information that could be classified according user experience (UX) dimensions. For example, when users’ stories express a feeling of relief after performing a task (e.g. “...under the influence of anger, there is a chance that I miss to provide the data that better describes the problem. So they [the system] should use a text field to require users to think a little and calm down...”) we can classify as the expression of the UX dimension “emotion”. It is worthy of notice that scenarios often contain actions (e.g. “...provide the data that better describes the problem ...”) that might be mapped to task models describing the user activity. Based on the association of UX dimensions with tasks via the interpolation of user scenarios, it was possible to extrapolate the results in a single task model as shown in [244]. The mapping among methods was possible because it is easy to identify the concept of tasks in scenarios reported by users and the tasks behind the system.

By combining these methods, it was possible to provide a clear representation of the tasks and to point out where the UX dimensions emerge in existing applications, as illustrated by Figure 19. This aspect of our research is expected to help designers to understand which tasks are worthy of more attention in order to produce the expected UX result. Conversely, designers can focus on specific UX dimensions and look up the tasks that users are more likely to perceive as desired effects. It is worth noting that instead of using a specific application, we investigate a generic tasks model from which several scenarios could be extracted and then analyzed.

![Figure 19. Articulation of task models, user scenarios and UX dimensions in the context of an application for reporting incident in urban context of use (Winckler, Bach, Bernhaupt, 2013).](image)

5.4 Challenges for assessing Web applications

When Tim Berners-Lee presented his mockup for the Web in 1989 at the CERN lab, unconsciously he was giving a reason for everyone around the world to use a computer: information supply in large scale and connectivity as never made before. In the last years, the Web has grown exponentially (considering new users and server providers) but, unfortunately, it does not really mean easy-to-use interfaces. In fact, even experienced users are more and more struggling to find the information over the Web due bad design.

One of the main challenges for the evaluation of Web based applications are related to the diversity of users and diversity of platforms they use (from desktop to mobile phones). The problem is that Web presents some special features such as, fast content updating, diversity of technologies to build the interface, cross-platform issues and low budgets for Web projects, etc., that make difficult to apply the traditional usability evaluation methods. In spite of those features, traditional usability methods (such as Heuristic Evaluation and Users Testing) had been used with some changes and new methods based on remote evaluation have been proposed. The most recent developments in usability evaluation methods for the Web are concerning with:

- Low cost methods to make the evaluation cheap enough to be applied even for small Web project.
- Remote evaluation allows to reach users or evaluators outside of usability labs and in real work conditions taking advantage of distributed nature of Web resources.
• Automated or semi-automated tools can make easier and faster the evaluation for designers not experts in human-computer interaction. Tools also can help usability experts collect and analyze special data from user’s interaction.

Other requirements are not so obvious but not less important are: a) Real users’ involvement in websites projects in a UCD fashion; b) Data from real user interaction; and c) Subjective information about the interface. Nevertheless all effort made still now, the current methods and tools alone not ensure usability in Web projects.

Evaluations based on models have been scarcely developed for Web but have been proved their efficacy to help software engineering to build complex and efficient software. Even though create the interface using models could increase the project complexity, we suggest that is the best approach to integrate user interface requirements in data intensive Web sites. The advantages of models for design are clear. But it has some important advantages for the evaluation too: automatic verification and correction could be made over the code without design interference; some guidelines could be automatically verified and others, which could not be verified could be informed to users.

5.5 Research agenda

There is no universal method for assessing interactive systems. However, the currently available methods serve for a specific purpose and if chosen wisely it is possible to get good results with them, although for better results it always advisable to combine different methods along the development process… The development of evaluation methods is a long-standing topic in the research agenda on HCI and there is still plenty of room for improvements in particular with respect to the development of new methods for dealing with the idiosyncrasies of non-standard interactive systems. However, as far as the engineering of interactive systems are at a concern, we believe that some important issues must be addressed, as follows:

• To develop mechanisms for articulating evaluation outputs with design artefacts. As discussed in section 5.3.3, one of biggest drawbacks with the way evaluation of interactive systems are performed is the gap between evaluation outputs (and in particular those that refer to qualitative data) and the artifacts used to build applications. Our preliminary results [11] [244] suggest that we could envisage a better articulation between UX dimensions, scenarios and task models. Further studies are required to investigate whether or not such articulation is possible with other properties and artefacts and what would be the possible outcomes.

• To investigate methods and approaches that is able to support a fair comparing multiple conflicting properties that might play a role in the development of interactive systems (such as usability, accessibility, UX, dependability, security, trust, etc. as discussed in section 5.2). We have already started to work in this topic by identifying conflicting properties that might affect the selection of guidelines used in inspections [146] but much more remain to be done in order to provide a clear analysis of the impact of multiple properties on design of interactive systems. Among the interesting question in the matter include: When to perform the assessment of multiple properties? Should they be evaluated at the same time or at different phases of the development process when the appropriate data for assessing them are available? Which indicators to use to compare properties? How to report conflicts between properties? How to document the tradeoffs and the design solutions for solving conflicts?

• To improve model-based approaches for supporting the evaluation of interactive system thought the development process in earlier phases of the development process. Based in our previous work we can demonstrate the contributions of model-based approach for the assessment of interactive systems. However, most of the existing solutions operate at the phases of specification when a task model or a system model is available. We suggest that, provided the appropriate underlying model-based specifications for low-fidelity prototypes, it would be possible to use analytical evaluation methods in earlier phases of the development process. This axis of the research is going to be explored in the PhD thesis of Thiago ROCHA who joined the ICS in October 2014 with a scholarship form the CSF program[27].

• To investigate in a long run the evolution of the impact of properties of interactive systems. It is quite well know that user perception about the system evolve overtime even after the system is deployed. We suggest that some theories about information diffusion [198] are worthy of being investigated in the context of usability evaluation methods. We believe that that by collecting and aligning all snapshots provided by evaluations in a long run could provide new insights about the impact of properties and design decisions for engineering interactive systems.

[27] CSF: “Ciência sem Fronteira”, aka Science without Borders, is scholarship program funded by the Brazilian federal government which seeks at strengthen initiatives of science and technology through international mobility of undergraduate and graduate students and researchers. Further information at http://www.cienciasemfronteiras.gov.br/
6 Conclusions and future work

This work has been an initial attempt for trying to analyses and synthetize the problems related to the engineering of interactive systems across domains. In particular, we have investigate the foundations for organizing the research around four main pillars that include the development process, modeling languages, users and evaluation methods. A short term research agenda has been described in the end of each previous chapters. Hereafter we present additional research items to be accomplished in a medium and long run.

6.1 Development a framework to assess methods for engineering interactive systems

In a long run we want to reference chart modeling languages, practices of development process, tools and methods used to engineering interactive systems. For that we need a framework and a classification would help developers and research to identify the method and tools that best suits to their needs. This is a daunting task but we assume that the preliminary steps have been achieved in the present work.

However, rather than a personal classification of techniques, we expect that the community would contribute to the development of such as a catalogue with their knowledge and experience about tools methods and techniques. For that we are planning to develop collaborative tools where research and industrialist could report their own experiences with methods and tools.

I order to achieve this goal, in a medium run we plan to create a task force inside the research community through a Cost Action. Based on our experience in two COST Actions, MAUSE - Towards the Maturation of IT Usability Evaluation (http://www.cost.eu/COST_Actions/ict/294) and TWINTIDE (http://www.twintide.org/) we consider that kind of networking project is the best strategy for supporting the research activities. Moreover, we think that this kind of collaborative activity would be of interest of the members of the IFIP working groups 13.2 (Methodology for User-Centred System Design) and IFIP Working Group 13.4/2.7 (User Interface Engineering).

6.2 Adaptation and extension of models and processes

As discussed along this work, models and processes are central pieces for engineering interactive system. Nonetheless, there is plenty of room for extending and adapting existing models and processes to describe the knowledge required to understand users and the behavior of the interactive systems to be build. This is a never ending activity that pursue not only my personal work but the work of all people that are interested in the field of engineering of interactive systems. Nonetheless, as far models are a concern, we plan to pursue our research around the extension of tasks models. Giving the place that task models play in connecting the knowledge about the users with the design of interactive systems, we assume task models are the starting point for improving the knowledge in the field. For the process, we plan to pursue the investigation the extensibility of micro-process that could be used with model-based approach to inform the development team how to solve problems with the design of interactive systems.

6.3 Transferability of methods, models and processes

In our research in the fields of Web and Safety Critical Systems we have found a set of modeling methods, micro development processes and evaluation methods that we consider that could be used in other application domains. We have validated these research tools in some projects in the domains of Safety Critical Systems and Web applications development. We suggest that these research tools can also be useful in other domains. However, to prove our hypothesis beyond the domains that we already know, we have to deal with two issues, the replication of studies and identification of opportunities for transferability of methods, models and processes. For the replication, we are planning to follow two main strategies:

- To replicate the methods in our going and in future research projects. This would be the easiest track because we can have the control of the methods and research tools employed. Although the replication would be limited to the application domain for which we have identified suitable sources of funding, we consider a very feasible strategy;
- An alternative solution to the self-replication is to get replication studies from the community. So that people interested in the tools could replicate themselves the studies and report the way they have adapted the research tools. Whilst user studies that involve experimentation are hard to replicate given the variability of factors affecting empirical studies, we suggest that the replication of models and processes could be more easily achieved because we can ground these studies using models. Moreover, in order to get a fair comparison between the research tools we need a reference framework, which has been already proposed in the section 6.1.

For the identification of opportunities for transferability we are planning to explore other application domains in future projects, so that we can extend our knowledge based of application domains.
6.4 Investigate the convergence towards Web technology

Convergence of technology and use of interactive system are blurring the boundaries of research topics that were often associated to a single discipline. Among the new forms of interactive systems that appeared in the last decades, it is noteworthy the increasing importance of Web applications. Currently, many legacy systems are being migrated to the Web and many new information systems are only deployed over the Web. A wide range of new, complex applications is emerging because of the popularity and the ubiquity of the Web itself. Social and mobile Web applications are reshaping the role of users from information consumers to information providers [8] which creates a shift in the relationship between users and interactive systems. We can also observe a phenomenon of convergence/cross-pollination concerning use of Web technologies for developing interactive system, using the Web platform as a means to deploy products and services and or a mean to get in touch with target users. Indeed, the emergence of the Web technology change a lot the way how we develop software nowadays. For that we plan to investigate in which extension the use of Web technology will affect methods, process, and tools for developing interactive systems in general.
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IRIT participants: Philippe Palanque (resp.), Marco Winckler, David Navarre & Célia Martinie.
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(2010-2013) Ubiloop: User Interfaces for Reporting Critical Incidents in Urban Contexts of Use

Summary: The project Ubiloop was focused on the development of innovative methods for designing and building incident reporting system allowing citizens to report to local administrations problems they might found in their neighborhood (ex. broken street lamps, graffiti, etc.). In our working scenario, citizens should be able to use diverse kind of devices (mainly mobile phones) to inform to local administrations the occurrence of incidents that need immediate care. The goals associated to this project imply activities of research and development covering in the following areas: engineering of interactive systems, human-interaction in mobile contexts, social aspects related to incident reporting and risk management. The neighborhood association “Croix de Pierre” of Toulouse contributed to this project consortium acting as end users for the scenarios proposed.
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Summary: This project was focused on development of methods and tools for building Web applications supporting administrative procedures (the so-called e-procedures) such as online tax declaration, VISA applications, request of passport and ID cards, etc. Such Web applications are aimed to simplify users’ tasks and to improve the communication between citizens and administrations by replacing paper forms by electronic Web forms. One of the outcomes of this project was to propose a model-based approach that supports the description of complex workflows underlying the expected behavior for administrative e-procedures. Such models are then used to control the user navigation among the different pages of the Web application, so that it was possible to prove by construction that the final application behaved as specified in the models. In this project we also investigated methods for supporting universal access to e-procedures by the means of multi-platform user interfaces.
Partners: INRIA Rocquencourt, LIG-University Joseph Fourier, Silcor, Génigraph, University Paul Sabatier - IRIT.
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(2009-2010) MEDIAWeb: MEDIA-Web: Methods for Evaluation and Design of rich Internet Applications (RIAs)
Summary: The main focus of the MEDIAWeb project is the investigation of models, notations and tools to assist designers during the development of Rich Internet Applications (RIAs). This is an international cooperation project that only funded travel expenses of researchers (usually 2 travels per year). Despite the fact this project does not fund the research it supported the activities of co-supervision of the PhD student, to name Sergio Firmenich who defended his thesis on April 2013.
Partners: ICS-IRIT (Toulouse, France), LIFIA (La Plata, Argentina)
IRIT participants: Marco Winckler (coordinator), Philippe Palanque & Christelle Farenc
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Summary: ReSIST was a Network of Excellence that addressed the strategic objective “Towards a global dependability and security framework” of the European Union Work Program, and responds to the stated “need for resilience, self-healing, dynamic content and volatile environments”. It integrates leading researchers active in the multidisciplinary domains of Dependability, Security, and Human Factors, in order that Europe will have a well-focused coherent set of research activities aimed at ensuring that future “ubiquitous computing systems”, the immense systems of ever-evolving networks of computers and mobile devices which are needed to support and provide Ambient Intelligence (AmI), have the necessary resilience and survivability, despite any residual development and physical faults, interaction mistakes, or malicious attacks and disruptions.
Partners: 18 partners including the coordination by the LAAS-CNRS.
IRIT participants: Philippe Palanque (coordinator), Marco Winckler, Jean-François Ladry (PhD student), Eric Barboni (Post Doc) & Sandra Steere (Post Doc)
Funding: EU (IST), FP6

Summary: AROVE-v investigated some practical, case study based learning about building
dependability cases for systems of these characteristics. In particular, the domain chosen for this mini-project is “E-voting”. In this context, the goal of AROVE-v is to identify necessary components of a case supporting the use of an E-voting system from the viewpoint of resilience, and recommend methods for establishing the necessary evidence. This project was funded by the EU ReSIST.

**Partners:** City University (London), Newcastle, IRIT-University Paul Sabatier
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**Summary:** The proposed research is based on the vision of a future of pervasive networked devices, able to interface with the environment to support context-aware services; diverse interaction techniques through dynamic reconfiguration of devices made available to the users depending on context situations; large-scale, dynamic, disconnected networks providing a huge variety of services.

(2005-2007) **COST 294 ACTION MAUSE : Towards the MAturation of USability Evaluation**

**Summary:** The ultimate goal of MAUSE was to bring more science to bear on Usability Evaluation Methods (UEM) development, evaluation, and comparison, aiming for results that can be transferred to industry and educators, thus leading to increased competitiveness of European industry and benefit to the public. The main objective of the COST 294 is threefold: a) to deepen the understanding about the inherent strengths and weaknesses of individual Usability Evaluation Methods (UEMs); b) to identify reliable and valid methods to compare different UEMs in terms of their effectiveness, efficiency as well as scope of applicability; and c) to develop efficacious strategies for extracting useful information from the results of UEMs to improve the system tested. This was cooperation project that involved patterns from 19 European countries. In addition to the usual scientific contributions expected from every member in the consortium, the ICS-IRIT team has played the role of disseminations leaders for this project.

**Partners:** representatives of 19 EU countries.

**IRIT participants:** Philippe Palanque & Marco Winckler (dissemination coordinators)

**Funding:** European Science Foundation (ESF) – COST Action 294

**Duration:** 36 months


**Summary:** This project was concerned by models and techniques supporting the development of electronic administrative procedures (called téléprocedures in French) with usability. The goal of this project was twofold: i) to develop models, methods and techniques to support the specification of téléprocedures - our aim was to describe a model-based development process which can ensure the non-ambiguous description of requirements driving to safe and feasible implementations; and ii) to develop methods and tools to help end-users to dealt with usable téléprocedures. This aspect must covers the most basic user activities, such as filling-in the forms, as well to guide users throughout the process helping them to monitor the process and to follow-up the inner workflow process. The development of such as a guiding method is also concerned by people with disabilities. This project supported the and financed the PhD thesis of Joseph Xiong (2004-2008) via a funding MNRT CIFRE and also contributed to funding of the PhD thesis of Florence Pontico (2004-2008).
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**Summary:** SPIDER was an international project whose main aim was to support the cooperation among researchers from IRIT (Toulouse, France) and the Instituto de Informática-UFRGS (Porto Alegre, Brazil) on the investigation of models, tools and theories about Computer Human Interaction and Web. The main goal of this project was to produce a framework for supporting the development of web applications with usability. In the core of this framework were methods to specify web design and describe user interface. This project investigate methods from many fields including: formal methods for HCI, web visualization, task modeling, usability evaluation, guidelines for web design.

**Partners:** IRIT-University Paul Sabatier (Toulouse, France) and Universidade Federal do Rio Grande do Sul – UFRGS (Porto Alegre, Brazil)
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ABSTRACT

Currently, a lot of the tasks engaged by users over the Web involve dealing with multiple Web sites. Moreover, whilst Web navigation was considered as a lonely activity in the past, a large proportion of users are nowadays engaged in collaborative activities over the Web. In this paper we argue that these two aspects of collaboration and tasks spanning over multiple Web sites call for a level of coordination that require Distributed User Interfaces (DUI). In this context, DUIs would play a major role by helping multiple users to coordinate their activities whilst working collaboratively to complete tasks at different Web sites. For that, we propose in this paper an approach to create distributed user interfaces featuring procedures that are aimed to orchestrate user tasks over multiple Web sites. Our approach supports flexible process modeling by allowing users to combine manual tasks and automated tasks from a repertoire of patterns of tasks performed over the Web. In our approach, whilst manual tasks can be regarded as simple instructions that tell users how to perform a task over a Web site, automated tasks correspond to tools built under the concept of Web augmentation (as it augments the repertoire of tasks users can perform over the Web) called Web augmenters. Both manual and automated tasks are usually supported by specific DOM elements available in different Web sites. Thus, by combining tasks and DOM elements distributed in diverse Web sites our approach supports the creation of procedures that allows seamless users interaction with diverse Web site. Moreover, such an approach is aimed at supporting the collaboration between users sharing procedures. The approach is duly illustrated by a case study describing a collaborative trip planning over the Web.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Currently, many tasks users engage over the Web involve dealing with different Web sites; for example, planning a simple trip would require the visit of a first Web site for booking a hotel, a second one for booking flights and many more for finding interesting sightseeing places at the destination... Despite the fact that users would consider such Web navigation as being part of the same task (i.e. planning a trip) most Web sites will run independently with little support to the actual users’ concern (Firmenich et al., 2010). Moreover, although Web navigation was regarded in the past as a solitary activity, a large proportion of users are nowadays engaged in collaborative activities (Morris, 2008); for example sharing with colleagues the results of a search for cheap hotels, explaining to friends how to book a seat next to yours in a flight, outsourcing tasks such as asking the community to suggest nice sightseeing places at the destination... For a motivating example, in Fig. 1 we illustrate a scenario for collaborative trip planning to attend a conference. For accomplishing this common goal, two users need to gather general information about a conference such as the conference dates and location, buy flights, book hotel, etc. Each user can perform the required tasks individually. However, if users want to travel together, some coordination and communication will be required for booking the same flights, hotels etc. Moreover, users might decide to share the work, for example one user can book for both participants. In the scenario presented by Fig. 1 it is possible to notice the many Web sites that will be visited by users. As we shall see, despite the fact that there is dependency between the information provided, Web sites are not integrated. While building service-based software such as mashups can be a solution for combining data and information from different providers, many times this approach might have limitations as they can hardly integrate all possible opportunistic tasks that users might have in mind; for example, checking the traffic situation on the way to the airport, booking the preference users’ restaurant at the destination, etc.

We argue that there is a huge set of processes and tasks (such as planning a trip collaboratively) performed nowadays over the
Web which requires a level of coordination that can only be achieved by Distributed User Interfaces (DUI). Distributed User Interfaces (DUI) has been recently defined as a “user interface whose components are distributed across one or more of the dimensions input, output, platform, space and time” (Gallud et al., 2011). The example shown by Fig. 1 highlights two important aspects of user activity over the Web that appeal for distributed user interfaces: (i) users tasks are distributed at multiple applications, i.e. Web sites, that are not directly connected to each other; (ii) users working collaboratively share information to accomplish a common goal (i.e. travel together).

In this paper we propose an approach to building distributed user interfaces that aim at ensuring a smoother user interaction whilst users are performing their tasks across multiple Web sites. Our approach combines individual user tasks to create procedures that seek to orchestrate user tasks over multiple Web sites. Such an approach is aimed at: (i) allowing flexible tasks modeling so that users can create ad-hoc processes for describing how to accomplish tasks in different Web sites; (ii) helping users to share such processes with friends and colleagues who might benefit of the guidance provided by prior task planning; (iii) support a seamlessly integration between data available over Web pages and the actual tasks performed by users across different Web sites; (iv) support the automation of user tasks by the means of Web augmentation tools that are aimed at helping users in their tasks; (v) mediate user interactions with the Web site via the execution of the so-called Web augmentation tools.

Our approach is built upon the concept of Web augmentation (Bouvin, 1999; Brusilovsky, 2007; Brusilovsky et al., 2007) that defines strategies for implementing tools that can extend the set of elementary tasks users can do whilst navigating the Web. For that, we have developed a dedicated framework called Context Sensitive Navigation (CSN) (Firmenich et al., 2010) which implements a set of Web augmentation tools called augmenters (Firmenich et al., 2011). These augmenters are the basic building blocks for extracting information and DOM elements from diverse Web sites for creating distributed user interfaces. In Section 2 we revise the main concepts that are necessary to understand how our proposal is related to the state of the art on DUIs. Section 3 describes the CSN framework and individual augmenters. Later on in Section 4 we properly present an overview of our approach for building DUIs by composing individual augments and a Domain Specific Language (DSL) that formalizes the composition of procedures made of the assembly of individual tasks (Section 4.2). The section about the approach ends with the description of the corresponding tool support (Section 4.3). Section 4.4 presents a case study of a DUI for collaborative trip planning using the tool support that demonstrates the feasibility of our approach. Section 6 reports the preliminary results of a usability testing with 11 participants. In Section 2.4 we discuss the contributions of our approach to the research in distribute user interfaces (DUI). Finally, Section 7 presents conclusion, lessons learned and future work.

2. Related work

The field of Distributed User Interfaces is broad and spans over the development of Web applications. For the sake of conciseness
we will concentrate on those research works involving Web applications which are close to our intent.

2.1. Collaborative work on the Web

There are many tasks that users can perform collaboratively in small groups (i.e., colleagues, family, or friends) such as researching group projects or reports, arranging joint travel, or planning shared entertainment opportunities. With the advent of Web 2.0 paradigm, several Web applications implement tools that allow users to interact and collaborate with each other in a social media (Morris, 2008). The collaboration using Web 2.0 technology is often focused a single Web site where the context of the task they allowed to do is defined by the Web site (e.g. edit a document, annotate page, upload images, etc.); a popular Web 2.0 tool is Google Docs (docs.google.com) where multiple users can edit collaboratively a single document.

However, more recent tools extended the concept of collaboration for supporting distributed user interfaces over multiple devices. As discussed by Paul and Morris (2009), most of these tools support awareness features (e.g., sharing of group members’ query histories, browsing histories, and/or comments on results) and division of work features (e.g., chat systems, the ability to manually divide search results or URLs among group members, and/or algorithmic techniques for modifying group members’ search results based on others’ actions).

There is strong evidence that people frequently share the results of their searching of the Web (Melchior et al.; Morris, 2008; Schmid et al., 2012). In the last years much attention has been focused on collaborative Web search (Ràdile et al., 2012). Several tools, such as CoSearch (Amershi and Morris, 2008), SearchTogether (Morris and Horvitz, 2007), CoSense (Paul and Morris, 2009) and Twister-Search (Ràdile et al., 2012), support collaborative activities of searching over the Web. CoSearch (Amershi and Morris, 2008) features a specialized browser that implements a queue of queries performed by the group and users can associate notes to individual Web pages. Users can share the work by downloading distinct subsets of search results to their mobile phones. SearchTogether (Morris and Horvitz, 2007) is a prototype that enables remote users to synchronously or asynchronously collaborate when searching the Web by implementation mechanisms for awareness (people can see the activities of other participants), division of labor (search can be split among individuals), and persistence (results are available for later use). SearchTogether is so far a tool for supporting the investigation of sensemaking (which means how people value or give a meaning to information) in collaborative search. In order to investigate more precisely how sensemaking activities occur in Web navigation, Amershi and Morris (2008) have specifically designed the tool CoSense. CoSense supports collaborative searching as active discussion among participants around the results found by the group.

2.2. Web augmentation and data integration tools

After having found useful information over the Web, it is very likely that information will be used to accomplish other tasks. Indeed, quite often the contents users need to accomplish their goals are scattered around different Web sites. In more recent years, several tools have been developed to support the integration of Web contents into a seamlessly user interface. By doing so, the interface produced is “augmented” with respect to what users can do at the original Web sites. We can identify two coarse-grained approaches for developing such Web augmentation tools: (i) mashing up contents or services in a new application and (ii) augmenting the original application, generally by running adaptation scripts on the client side. Mashups (Yu et al., 2008; Wong and Hong, 2007) are an interesting alternative for final users to combine existing resources and services in a new specialized application. Most of the approaches aim at allowing users without programming skills to produce these new applications. Visual and intuitive tools such as (Daniel et al., 2009; Yahoo Pipes!, 2012) simplify the development of these applications. Some of the approaches are focused on UI integration, but others – such as Yahoo Pipes! (Yahoo Pipes!, 2012) – are focused on data integration. One of the main problems about mashups is that they, usually, are based on Web services. The fact is that most Web applications do not provide Web services to access their functionality or information. In order to solve this problem, Han and Tokuda (2008) propose an approach to integrate contents of third party applications by describing and extracting these contents at the client-side and then, using these contents later by generating virtual Web services that allow accessing them.

As we said before, the goal of mashups tools is to integrate UI or data in order to generate a new application. Clearly, this means that Web applications are taken off their original versions, which could not be desirable for many users; moreover Web applications are really dynamic about functionalities or contents, for example, news, special offers, etc. In contraposition, several tools for Web augmentation exist which aim to modify the preferred Web sites of users, while maintaining intrinsic features of these. Usually, these tools are implemented as browser’s plug-ins that allow users to either install or generate scripts for modifying the Web pages they visit; for example GreaseMonkey (Diaz et al., 2010; GreaseMonkey, 2012; Pilgrim, 2005) and Scriptish (Scriptish, 2012). Nowadays, the most popular tool is GreaseMonkey, a browser plug-in for client-side scripting. Basically GreaseMonkey executes scripts (JavaScript files installed and created by users) when a target Web page is loaded. Then the Web page DOM is modified before it is shown to the user. Most of the GreaseMonkey scripts adapt Web pages in a static way, i.e. that the adaptation goals do not contemplate which is the user task or concern. Although passing information among Web applications with GreaseMonkey scripts is not so easy to achieve, this is not the common goal of GreaseMonkey scripts.

However, there are other approaches for supporting users’ task in several ways. For example, MozillaUbiquity (MozillaUbiquity, 2012) – another Firefox plug-in – tries to improve user experience by empowering his browser with commands for dispatching operations related with his task. With MozillaUbiquity users execute commands (developed by the community) for specific operations; while some of them are more task-related (for instance, to publish some text from the Web site he is navigating in a specific social network) others can be addressed for adapting the current Web page in some way (for example, highlighting some text). MozillaUbiquity could be used even for building mashups. These commands are executed under user demand, and adaptations are not made automatically. Although MozillaUbiquity allows users to develop and execute commands for making shorter the distance between two distinct Web Applications, moving information (and performing adaptations with this information) from one of them to another is not fully exploited. A similar tool is Operator (Operator, 2012). Operator is another Firefox plug-in that performs this kind of operation by basing the available ones in correspondence to the Microformats found in the Web page the user is visiting. By finding a specific Microformat, Operator can use it for consuming Web services from Flickr, Google Calendar or del.icio.us, in order to support users with a specific task, for example, to add some event in Google Calendar based on some Microformat about dates or events found in any Web page.

Some tools have been specifically designed to automate repetitive users’ tasks over the Web; for instance, CoScripter
(Bogart et al., 2008) (another Firefox Plug-in developed by IBM) allows users to record their interactions – Web pages visited, DOM events like clicks over DOM elements, etc. – and then, they can repeat the process automatically later. Although most of the scenario recorded is rigid, the approach is a bit flexible because it allows users to repeat the same scenario (Web sites, interactions, etc.) while changing the information entered in form inputs when the scenario was recorded. In this way, CoScripter is not useful when users need to change slightly the process, for example by changing one of the involved Web applications. This is not a minor issue since it is normal that users utilize diverse Web applications for the same goal (a clear example is booking a hotel room). While CoScripter is more of a tool for supporting repetitive business processes, we think that users’ tasks cannot be only supported by filling forms but that there may exist several kinds of DOMs interventions for improving users’ experience. CoScripter is not the only “high level API” for supporting processes on the Web. For example, ChickenFoot (Bolin et al., 2005) is a tool for programming users scripts and it extends JavaScript by defining new commands like “click()”, “enter()”, “find()”, etc., which make easier the development of Web automation scripts. Although ChickenFoot has a powerful and expressive language, it hardly contemplates fine changes in the adaptation process and it prevents reuse of scripts as these are really DOM-dependent. The tool Koala (Little et al., 2007) proposes a more natural scripting language: for example, the expression “click(‘search button’)” in ChickenFoot would be equivalent to “Click ‘search button’” in Koala. Selenium (Selenium, 2012) is another tool based on recording users interactions. Although it was originally for performing UI tests, it is not limited to that and, in the same way as ChickenFoot and CoScripter, it could be helpful for performing repetitive tasks.

Although these tools are really useful and we share the philosophy behind them (in terms of putting the power on users hands, trying to make as easy as possible the end-user development, and trying to improve user experience), we think that the use of the Web is not as rigid as these approaches need. All these tools are based on registering all events (at least most of them) that occur in the Browser in order to be able to repeat the same sequence of events later. Anyway, behind each event that occurs in the browser there is a user intend, concern or a task in mind. This semantic weight behind each event is not taken into account, and for us, it is important to do it in order to understand in a better way which is the real user concern. In this way, we think that these tools are more for automatic-use Web applications rather than adapting them in order to add new contents (or adapt these), functionalities (or adapt these), which could be useful in the context of users tasks.

Moreover, we believe that it is necessary to go a step further in those aspects which imply an integration of information among several Web pages. In Firmenich et al. (2011) we showed how to use the actual user concern (expressed in his navigational history) as an additional parameter to adapt the target application. The main constraint in our previous work was that the development of the artifacts could be made only by experienced JavaScript programmers. This is not only counterproductive for creating new scenarios, but this mechanism is not good to analyze real behavior of users on the Web.

2.3. Task and process modeling

Task analysis is widely recognized as one fundamental way to focus on the specific user needs and to improve the general understanding of how users may interact with a user interface to accomplish a given interactive goal (Diaper and Stanton, 2004). In the field of HCI many task model notations have been proposed for capturing in models the various elements of user activity in interactive systems Card et al. (1983).

In the last decades, several tasks notations have been developed as means to describe work carried out by users whilst interacting with a system (Paternò et al., 1997). Despite the fact that various specific task notations exist, they are mainly structured around two concepts: task decomposition (often represented as a hierarchy) and task flow (for showing the order in which tasks are executed) (Limbourg et al., 2001). When adequately combined, these concepts can provide an exhaustive and complete representation of large quantity of information in a single model. However, as discussed by Paternò and Zini (2004), when applied to real-life systems, tasks notations end up in very large, hard-to-manage models thus making task modeling a time-consuming and sometimes painful activity.

More recent task model notations such as HAMSTERS (Martinie et al., 2011) integrate structuration mechanisms such as modularity in the tasks representation, reuse of sub-tasks elements, data flow and communication features between task elements. These features allow more flexibility in the organization of task-model diagrams and allow us to envisage the use of tasks models for describing complex interactive systems build upon the composition of individual tasks and their distribution into the user interface (Luyten and Coninx, 2005).

However, the experience with task-model for building DUIs is mainly driven but the construction of an application whose interface is going to be distributed among different devices and platforms (Luyten and Coninx, 2005; Manca and Paterno, 2011; Melchior et al.). In order to integrate tasks that can be performed in multiple Web sites, Daniel, Soi and Casati (Daniel et al., 2009) propose the concept of user interface orchestration that is aimed to describe how distributed user interfaces can be coordinated around a single business process. These works are promising and yet they demonstrate the value of tasks models for helping to build complex distributed user interfaces.

2.4. Positioning the contribution with respect to the DUI paradigm

Systems which support the management of complex tasks and of a huge amount of information usually require Distributed User Interfaces (DUIs) for allowing multiple users to perform their tasks in a (possibly) concurrent way. Several definitions of this kind of interfaces co-exist and present interestingly complementary viewpoints Vanderdonckt (2010).

In Lin et al. (2009), a UI distribution is defined as “the repartition of one or many elements from one or many user interfaces in order to support one or many users to carry out one or many tasks on one or many domains in one or many contexts of use, each context of use consisting of users, platforms, and environments”. This definition focusses on the notion of repartition of UI elements in several locations. Another definition proposed by Elmqvist (2011) identifies five dimensions for the distribution of UI components: input, output, platform, space and time. This definition emphasizes the fact that there is no need to distribute on all these dimensions to be eligible for DUI paradigm. Demeure et al. (2008) also propose a reference framework (called 4C) to analyze DUIs, which is composed of four concepts: computation, coordination, communication and configuration. It builds on top of the design space identified by Salber based on Production, Coordination and Communication for groupware (Laurillau and Nigay, 2002).

In the contribution presented in this paper, we propose a tool-supported architecture allowing information exchange and dynamic tasks allocation between multiple distributed users involved in a common task. This contribution heavily relies on the exploitation of innovative Web technologies (as demonstrated in the case study presented in Section 4.4). However, the proposed
framework could be transposed to any platform supporting multi-user interactions. Indeed, the construction of a procedure (that will be then allocated to a remote collaborator) is based on the blending in one single entity of several user interfaces components extracted from multiple Web sites. The same could be performed in a similar way between multiple interactive applications.

According to Elmqvist’s definition of DUIs (Elmqvist, 2011) we can position our work as follows:

- **Input**: user input is distributed amongst the various users exploiting multiple Web sites.
- **Output**: in our approach, there is no specific contribution on output beyond the fact that output is tightened to input (which is distributed as explained above).
- **Platform**: even though the contribution does not address explicitly the distribution over various platforms, there is a high potential of distribution due to the close connection of the contribution with Web technologies.
- **Space**: the choice of Web technologies was explicitly made to support distribution of user and of their tasks in space. Indeed, the contribution directly targets at supporting multiple remote users involved in collaborative activities as demonstrated in the case study.
- **Time**: the contribution here mainly focusses on asynchronous collaborations as augmenters are meant to be “sent” to remote users who will exploit them at their will. Synchronous mechanisms could be added to the framework to provide communication support for performing the tasks but this has not been presented here.

3. Overview of an Web augmentation

Our approach for building distributed user interfaces is based on the CSN framework (Firmenich et al., 2010) and it relies on the existence of Web augmentation tools that can support users’ tasks that use contents from multiple Web sites. Hereafter we show how to use Web augmentation tools to support users’ tasks whilst the navigation over the Web. We introduce Web augmentation tools and the CSN framework. Later, we describe how such Web augmentation tools built with our framework can be combined to feature distributed user interfaces that can support processes performed by multiple users.

3.1. Web augmentation tools and the CSN framework

The concept of Web augmentation, as defined by Bouvin (1999), is used to refer to a set of tools that extend tasks users can usually perform on the Web. Several strategies for implementing Web augmentation tools exist (Diaz et al., 2010; Firmenich et al., 2010; GreaseMonkey, 2012; Pilgrim, 2005; Scriptish, 2012). In our previous work (Firmenich et al., 2010) we have presented our own framework called CSN that support the development of such Web augmentation tools called augmenters. Augmenters feature generic functions that can be executed on client-side (i.e. on the Web browser) and perform adaptation of DOM elements. Tasks supported by augmenters might include automatic filling in forms, highlighting text...

Fig. 2 illustrates the execution of an augmenter called pocket. This augmenter was implemented under the metaphor of a real pocket; thus users can collect data into the pocket and then carry on such data whilst navigating the Web. Data can be simple text values (such as “Sagrada Familia”, “Barcelona”) or text values with semantic meanings (such as like “PointOfInterest” or “City”). Fig. 2a shows how the augmenter is activated from a contextual menu over a Web page to create an instance of the concept PointOfInterest for the previous selected text “Sagrada Familia”. Once collected, the augmenter modifies the Web page in the client by creating a new DOM element featuring an electronic post-it to display the information collected by the user, as shown in Fig. 2b.

Fig. 3 illustrates another augmenter called highlight that can be activated directly from the information previously collected by the users using the augmenter pocket. In Fig. 3a, we show how the Highlight augmenter is triggered by right-click the target Pocket element, which opens the contextual menu with all the augmenters available. Fig. 3b shows the Web page already augmented, after executing the augmenter. Note that the PointOfInterest was collected from Wikipedia and is available on other Web sites. Since the augmenter was executed with the concept PointOfInterest, all its instances were contemplated for being highlighted. The augmenter can be executed only with one instance, for example “La Rambla”.

Currently, a large set of augmenters are deployed with the CSN framework. These augmenters are grouped in Table 1 according to the following categories: data collectors (which at aimed to help users to collect information from Web pages), filling forms (which are focusing on users tasks involving Web forms), select...
data (in the Web page by editing CSS properties), navigation
(which adds elements to Web pages for helping users to improve
navigation) and accessibility (which concerns edits on the Web
page that are aimed to improve the accessibility of the Web page).

It is interesting to notice that augmenters can be used in
combination for supporting sequences of tasks. Fig. 4 shows how
the augmenters ConceptInstanceCollector and IconifiedLink can be
executed in the sequence in a row to create navigation from Web
pages to the Google Maps site using data previously collected.

Augmenters can be used to support users or to automate tasks.
For example, the augmenter UntypedDataCollector, which is a
particular implementation of the augmenter pocket without
semantic meaning for the values collected, acts as a memo or
electronic post-it that follows users through his navigation on
different Web sites. This augmenter helps users to remember
important information whilst navigating the Web. Another example
is the CopyDataIntoInput that can be used to automatically fill
in form fields with data previously collected by any augmenter in
the category data collector. These two examples clearly show that
these augmenters are not only extending what users can do on
Web pages (e.g. create electronic post-its) but that user
performance can be improved by automating some of the user
actions (i.e. automatically fill-in forms). It is also interesting to
notice that augmenters provide users with an alternative for
performing the tasks. For example, users can type the information
previously collected into a form field or trigger the augmenter
CopyDataIntoInput to perform the same action. At some extension,
such augmenters allow distributed control over tasks that users
perform on Web sites.

So far, we have shown examples where only plain text is
collected. However, this is not the only kind of information that
may be moved from one application to another. Sometimes is
convenient to show several parts of the user interface from different
Web sites at one time, such as what Mashups or Web Integration
approaches do. In this work, users can manage DOM elements with
the same flexibility as plain text, i.e.: collect DOM elements into the
Pocket under some semantic label, and then performing adaptations
based on this semantic label using augmenters. As a first example, in
Fig. 5a we show how a user can collect a specific DOM element from
Booking.com and then insert it in other Web site. This could be made
by executing the corresponding augmenter UseForReplace that
replaces the element which is selected by the user with the collected
DOM element into the Pocket.

Fig. 5b shows the execution of this augmenter in the Airfrance.
com Web site. The result of the adaptation is shown in Fig. 5c. Note
that although the augmenter can be executed from the concept
HotelInfo, and in this way the DOM element inserted may vary if a
different DOM element was collected under this semantic tag.

The example from Fig. 5 shows how to apply concern-sensitive
integration of UI components. Here, the user has finished the task of
booking a hotel room, and when he was going to buy flight tickets,
information about the hotel (name, address, both check-in and check-
out dates, etc.) were available in other Web page. This kind of
integration allows users to interact with parts of the UI from an
external Web site in the current one. For example, if the collected
DOM element contains links or forms, then the user can interact with
this element when inserted in other existing Web page.

3.2. Users of the CSN framework

The CSN framework is supported by the means of a Firefox
plugin. A small set of basic Web augmenters are deployed with the
installation of the plugin including the before mentioned highlight
and pocket. However, it is possible to create and install additional
augmenters into the plugin. Therefore, there are two kinds of users
of the CSN framework:

(i) End-users who take advantage of existing augmenters
deployed with the CSN plugin; these users benefit of these
augmenters during navigating by “collecting” information to
be used when adapting the user interface.

(ii) Developers who create and distribute new augmenters that can be
played in the Web browser. Despite the fact that a large set of
augmenters already exist, creative developers can use the frame-
work to implement new augmenters at they will. With this
structure we can put the power on the crowd, allowing any
Web developer to create his own augmenter. Moreover, new
augmenters can be shared by other users of the tools implemen-
ted with the CSN framework. This crowdsourcing development
has been proved successful in other communities, for example
with those using GreaseMonkey scripts (GreaseMonkey, 2012).

3.3. Creating and describing a simple augmenter in the CSN
framework

This section shows how new augmenters can be created and
instantiated into the CSN Framework. Overall, there is no need to
create new augmenters to follow our approach for building distributed user interfaces. However, the example below illustrates the potential of the framework to create new behavior and user interfaces that can be useful for building DUIs for the Web.

4. Building DUIs with Web augmenters

In this section we present how we have extended the CSN framework to create distributed user interfaces.

4.1. The approach in a nutshell

The overall idea behind our approach is that it supports collaboration between users that accomplish complex processes through distributed interactions over many Web sites. Such processes, called procedures here, are built by assembling basic building blocks provided by the CSN framework. Each augmenter supporting a single user task. Different tasks in a procedure can be performed in different Web sites but one augmenter is instantiated to support the user interaction with a specific Web site. The user interface of each augmenter features elements that are extracted from the user interface of the Web site instantiated by the augmenter. The corresponding user interfaces for the whole procedure are thus a composition of elements that are originally distributed across different Web sites.

Not all user tasks are (yet) supported by a specific augmenter; so that the user interface might include instructions for the user to perform certain tasks manually using the functions already supported by the Web browser. For that purpose we use the definition of primitive tasks made in previous works (Byrne et al., 1999; Heath, 2010) that describe what users can do on a Web browser. These tasks, that we call here “primitive tasks” include actions such as “go to a Web page”, “locate information”, “configure the Web browser”, “fill in a form”, etc. The primitive tasks used in our approach are heavily inspired by the work of Byrne et al (Byrne et al., 1999). However we assume that, according to new features implemented by most recent Web browser, the set of primitive tasks could be extended in the future. Fig. 7 provides a view at glance of the approach.

The composition of the user interface is done by creating a sequence of individual tasks, which is formalized by a Domain Specific Language (DSL) and stored as a XML file. A tool called procedure player is able to parse that XML file and reconstruct the procedures on the Web browser. It includes functions for supporting the collaboration between users. As we shall see, the approach includes three phases, as follows:

- Definition of Primitive and augmentation tasks: it concerns the inclusion of augmenters in the CSN framework. This phase required a highly skilled Web developer who is able to program augmenters. Whilst this task is demanding, the work should be done once and it will benefit many more users. The development of new augmenters is out of the scope of this paper. Nonetheless, the

<table>
<thead>
<tr>
<th>Augmenter</th>
<th>Category</th>
<th>Description</th>
<th>Execution mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>UntypedDataCollector</td>
<td>Data collector</td>
<td>Quickly add some data into the pocket without semantic weight</td>
<td>User/system</td>
</tr>
<tr>
<td>ConceptInstanceCollector</td>
<td>Data collector</td>
<td>Add conceptualized data into the pocket, for example, for the concept “City” collect the text “Barcelona”</td>
<td>User/system</td>
</tr>
<tr>
<td>DOM Element Collector</td>
<td>Data collector</td>
<td>Collect a specific DOM element into the pocket</td>
<td>User/system</td>
</tr>
<tr>
<td>Remote Collector</td>
<td>Data collector</td>
<td>Collect data from a remote Web application (not the current Web site)</td>
<td>System</td>
</tr>
<tr>
<td>RegularExpressionBasedCollector</td>
<td>Data collector</td>
<td>Add data into the pocket based in a regular expression, for example, for collecting e-mail addresses.</td>
<td>System</td>
</tr>
<tr>
<td>MicroformatBasedDataCollector</td>
<td>Data collector</td>
<td>Add data into the pocket based in Microformats annotations.</td>
<td>User/system</td>
</tr>
<tr>
<td>CopyDataIntoOutput</td>
<td>Filling forms</td>
<td>Copy a value form the Pocket to the select input</td>
<td>User/system</td>
</tr>
<tr>
<td>AnnotateInputWithMicroformat</td>
<td>Filling forms</td>
<td>Annotate the Web forms inputs with Microformats</td>
<td>User/system</td>
</tr>
<tr>
<td>Highlight</td>
<td>Select data</td>
<td>Highlight selected data from pocket in the current Web pages</td>
<td>User/system</td>
</tr>
<tr>
<td>Remove</td>
<td>Select data</td>
<td>Delete selected element from the current Web page</td>
<td>User/system</td>
</tr>
<tr>
<td>WikiLinkConversion</td>
<td>Navigation</td>
<td>Convert selected data into links to the corresponding Wikipedia article</td>
<td>User/system</td>
</tr>
<tr>
<td>IconifiedLink</td>
<td>Navigation</td>
<td>Add links to Google Maps and Flicks</td>
<td>User/system</td>
</tr>
<tr>
<td>PopUpMessage</td>
<td>Navigation</td>
<td>Shows a Popup Message, under certain circumstances, where is suggested to the user some links for being followed.</td>
<td>System</td>
</tr>
<tr>
<td>NewNavigationView</td>
<td>Navigation</td>
<td>Add new navigational menu</td>
<td>System</td>
</tr>
<tr>
<td>ConvertPocketIntoMenu</td>
<td>Navigation</td>
<td>Transform each Pocket element into a Link relevant for the current application or user concern</td>
<td>System</td>
</tr>
<tr>
<td>DOM Inject</td>
<td>Integration</td>
<td>Inject the selected element of the Pocket (only DOM Instance elements)</td>
<td>User/system</td>
</tr>
<tr>
<td>Replace DOM element</td>
<td>Integration</td>
<td>Replace an element of the current Web page for the selected element of the Pocket (only DOM Instance elements)</td>
<td>User/system</td>
</tr>
<tr>
<td>Add floating DOM element</td>
<td>Integration</td>
<td>Insert as a floating UI component the selected element of the Pocket (only DOM Instance elements)</td>
<td>User/system</td>
</tr>
<tr>
<td>ReplaceImageWithAltText</td>
<td>Accessibility</td>
<td>Replace all images an put in place the alt text</td>
<td>System</td>
</tr>
<tr>
<td>IncreaseTextSize</td>
<td>Accessibility</td>
<td>Increase the size of the target text</td>
<td>System</td>
</tr>
</tbody>
</table>

Table 1
Set of augmenters currently deployed with the CSN framework.
approach is delivered with a large set of tasks, so that users do not need to create new augmenters to create their procedures.

- **Composition** refers to the definition of procedures by compositing tasks available in the repository. Users have to select a task from the repository to create a sequence of tasks. This sequence is stored in the factory by the means of a DSL describing all tasks in the procedure; this step is repeated until the composition is finished.

![Combined use of augmenters ConceptInstanceCollector and IconifiedLink](image)

**Fig. 4.** Combined use of augmenters ConceptInstanceCollector and IconifiedLink. (a) Collecting ‘Points of interest’. (b) Applying the augmenter IconifiedLink over collected ‘Points of Interest’. (c) Result of the augmenters IconifiedLink over the previously collected point of the interest. At the left, a Web page augmented with the icons that feature a link to the Google Map Web site. At the right, the corresponding navigation which integrates the previously collected ‘Points of interest’ as an entry point for Google Maps.
Fig. 5. Collecting DOM elements with DOMElementCollector augmenter and using the element in other Web page. (a) Collecting DOM element from Booking.com. (b) Execution of UseForReplace augmenter. (c) Result of applying Use For Replace augmenter.
Execution: this phase features a player that is concerned by the execution of the procedure previously encoded by the DSL.

As shown in the figure above, procedures provide an alternative for the interaction with Web sites by automating users’ tasks but they do prevent users from interacting directly with Web. Thus the user input is shared (or distributed) between the procedure player and the Web sites.

It is important to say that procedure player integrate functions that also support the collaboration between users, according to the policies for task synchronization described by the means of a Domain Specific Language (DSL).

4.2. A DSL for describing composition of users tasks on Web applications

In this section we provide a view at glance about the DSL that we have developed to specify the procedures and tasks in our approach. Task composition is defined according with the DSL metamodel shown in Fig. 8. This metamodel defines those elements contemplated by the DSL and their relations.

Basically, a procedure defined with our DSL is realized as an XML file containing a list of tasks. For each task additional properties can be added including preconditions, postconditions and attributes. The DSL elements and the corresponding syntax include the following:

- **Primitive tasks**: the tag `<primitivetask/>` describes these tasks. The current list of primitive tasks supported is based on Byrne et al. (1999).
- **Augmenters**: the tag `<augmentationtask/>` describes these elements. The list of augmenters depends on what is currently installed on the users’ browser.
- **Composed tasks**: using the tag `<composedtask/>`, composed tasks are used to group a set of subtasks (either primitives or augmenters) in a single block.
• **Preconditions**: preconditions are used to decide whether (or not) tasks will be executed or not according to the information is available. These are described in the DSL with the tag `<precondition/>` which can be a:
  - **Precondition about collected data**: for conditioning the execution of a task according to the collected data. For example, the predefinition `PocketHasInstanceOf()` allows specifying that a task will be executed if the Pocket has an instance of a particular concept, for example, a `PointOfInterest` instance.
  - **Precondition about navigational history**: for conditioning the execution of a task according to the Web applications used. For example, `WebApplicationUsed` checks whether a particular Web site (defined by a parameter: a URL) ever appears in the browser navigational history.

• **Post-conditions**: post-conditions are specified to determine the effect of executing a particular task, and the tag `<post-condition/>` is used for this purpose. As shown by Fig. 8, there are four possible post-conditions. For example, `AffectCurrent` is used to specify that the execution will modify the current Web site.

• **Repetition, optional and automatic properties**: both **Primitive** and Augmentation tasks have three intrinsic properties. A **repetition** property specifies if the task may be executed more than once. The **optional** property allows skipping the execution of the current task. If the property **automatic** is `true`, then the player automatically triggers the task. In this case, all the attributes needed by the tasks need to have an associated value. Defaults values, `false` in the three cases, will be used if a task definition does not provide a value. In addition to these properties, each task can be set as **synchronized**.

• **Attributes**: refer to data required to accomplish tasks. Ex.: the task `Provide URL` needs an attribute `URL`. Attributes, with their name and values, must be defined for each task in their specifications.

• **DUI component**: this property, only valid for Augmentation tasks, refers to DOM elements that may be extracted from Web sites and then associated with the task. The DUI component may be a specific DOM Element for static ones, and an xPath value in order to get the DOM element dynamically when the tasks is executed.

4.3. Tool support

We have developed tools as a proof of concept for our approach. Our tools help to edit, execute and synchronize the execution of procedures performed by multiple users on multiple Web sites. The tool presented hereafter is an extension of the previously described CSN framework, which allows developers to create and install new augmenters. The tools are delivered with a set of basic augmenters plus a set of primitive tasks that can be used in the composition of procedures. Fig. 9 shows the general architecture of our tools which relies on two main components:

- A task repository is a cloud service hosted in a Web server where users store tasks, augmenters, procedures and history information about the execution of procedures; and,
- A browser plugin available to the client that supports both the edition mode (allowing composing new sequences of tasks) and the execution mode (play task sequences).

In Fig. 9 we show how the user 1 can use the tool (i.e. task edition mode) in order to create a new procedure by composing basic tasks. Once the procedure is created, he can play and share his creation with other users. Once a procedure is created, the user can upload it into the repository. Other users can then download the procedure from the task repository and execute it in their Web browser using the plugin (i.e. task execution mode). It is noteworthy that the edition and execution of procedures are not supported simultaneously by our tools; indeed, a user cannot modify a procedure that is being executed by another user.

The synchronization between users, which is an important aspect for supporting collaboration, is implemented and delivered as part of the architecture of the tool. In the current implementation the user who creates and publishes a procedure will be notified when another user executes it. Usually, the synchronization between users will always occur at the end of the execution of a procedure. Nonetheless, tasks defined as `synchronized` will be updated in the task repository immediately after their execution in the client. Users can at any moment explore the task repository and check the current state of execution of the procedures they have published there.

The task repository has several responsibilities, including:

- Managing user profiles: users profiles are needed since several preferences and partners (other users with which usually collaborate in procedures executions) may be specified.
- Storing augmenters: this is a repository from where users can download and install new augmenters.
- Storing procedure: this is a procedure repository from where users can get procedures defined by other users.
Storing procedure execution states: when users are collaborating in order to facilitate the procedure execution of each other, they can upload the states of their own execution; then, other users may take advantage of tasks which have been already executed with concrete data.

Allowing synchronization between users: this is achieved by allowing users to share their procedures execution states with specific partners.

The client-side plugin allows users to:

- Edit and create new procedures by combining tasks (edition mode): this implies to modify the composition of tasks (both augmentation and primitive tasks) and the information these tasks are expecting to be executed.
- Execute a specific procedure (execution mode): by selecting one of the procedures locally installed, users may run it and then facilitate their tasks.
- Share both new procedures and information about execution of these: in the middle of an execution, we allow users to share the state of the procedure execution. Then, users may share with their partners the information used for the procedure.

The same client-side tool edits and executes procedures. Fig. 10 shows some screenshots of the tool in the edition mode. Each of the three screenshots (a, b and c) show at the top the main menu and the three screenshots (a, b and c) show at the top the main menu that is used to select a task that will be used in the composition of a procedure. The options: Primitive Task, which can be deployed in a second menu as shown by Fig. 10b; and Augmentation Task, as shown by Fig. 10c. These menus are built dynamically with the tasks locally available. If Augmentation tasks installed locally are not enough to perform some task, the user can install new augmenters. Once a particular task is selected; it is included in a list that appears just below these menus as shown by Fig. 11.

Using the tool in the edition mode, users can initialize tasks for working with a specific Web site. For example, Fig. 11a shows how the user edits the attribute “Provide a URL” task by accessing the tool’s options from the contextual menu. In this case, the task “Provide a URL” only has one attribute to be specified: the URL. Note that in Fig. 11b the URL entered is a regular expression (notice the “*”). This option is just for giving flexibility to the whole procedure. With this value for the attribute, the task would be considered completed once the user visits a Web site whose URL matches with this regular expression. The execution mode is illustrated by Fig. 11c. The tool shows five tasks, in which the first two (i.e. “Provide a URL” and “ConceptInstanceCollector”) were already performed; this is made visible by the different colors used. In the case of “Provide a URL”, the value has been changed to a specific Wikipedia article about Barcelona.

It is also possible to group sequences of tasks as shown in Fig. 12. For that, users must select two or more tasks, and then an option “Group tasks” on the contextual menu will appear. Similarly, if tasks are grouped, an option will allow ungrouping them. It is also possible to change the order of tasks in the list by selecting the options “Move up” or “Move down”.

Once a procedure has been completed, users might share it with friends and colleagues. This task can be done by selecting the button “Export” as shown in Fig. 13. In edition mode (see Fig. 13a) the user can decide to: upload the procedure into the repository, send it via email to other users, or both. When the procedure is uploaded into the repository, it becomes available in a Web server for all users using the plugin. The option ‘share with’ is used when a procedure is intended to be shared with a few users. Fig. 13b shows the export window for the execution mode. In this mode, share the procedure means to allow other users to see with which information the user has executed the procedure. Since the user could have used confidential data for performing the tasks, he can choose from the list those tasks for which the attributes values must not be shared. This is made by selecting the tasks with private information from the list.

Finally, in Fig. 14 we show the main options to manage procedures. On the one hand, the main menu allows users to create a new procedure. On the other hand, by choosing “Manage procedures” option, the user can manage the procedures already installed in his browser. In Fig. 14, we show the only procedure installed, named “Conference trip planning”. By selecting one of the procedures listed, the user can execute it, edit it, or see the previous executions made by himself and those executions shared by his partners.

4.4. Distributing UI components inside of procedure tool

In this section we show how both the approach and the tools support DUI by combining the use of some augmenters and some properties contemplated in the DSL. For that we propose two scenarios concerning (i) the inclusion of DOM elements into...
procedures and their corresponding interactors issued from the original Web site; and (ii) user collaboration via interaction with DUIs components embedded into procedures.

4.4.1. Embedding DOM elements into procedures

Users can use the procedure tool to collect graphical components of Web sites that are encoded as DOM elements and embed them into procedures. This operation is done from the window task edition as shown in Fig. 15. From there, users can select the option “Select DOM Element” and then explore the Web page to pick the corresponding DOM element. DOM elements are automatically detected by the tool and shown in highlight (in yellow) when the user moves the mouse over them. The selection of the DOM element is made by clicking on a highlighted area; this action makes the corresponding DOM elements embedded into the procedure tool as shown by Fig. 15.

By collecting DOM elements, users are not only collecting information but they are also capturing the inner behavior necessary for interacting to the original Web site. Indeed, collected DOM elements might contain anchors, links and other interactors which users can use in the distribution of the user interface. Such as interactors becomes available when users share their procedures with other users. These elements are not only static copies DOM elements. To illustrate this, we provide in Fig. 16 a small scenario: let us assume a user wants to share for a while his Gmail mailbox with a friend without providing his login and password information. For that, the user creates a procedure embedding the form fields for logging into Gmail as illustrated by Fig. 16a. At first the user creates a task and associates the corresponding DOM element that contains all the form fields for performing a login into Gmail. The embedded DOM elements are shown in Fig. 16b. Then, the user types his login information on the procedure as shown in Fig. 16c. In the sequence, the user records the procedure and sends it his friend.

Fig. 17 illustrates the user’s friend view of the procedure in the player mode. As we shall see, the procedure contains the DOM elements (i.e. the login) required to access a Gmail account in Spanish as this was the version of the Web site used for creating the procedure. Indeed, the first user created the procedure under an English version of Firefox running on Mac OS (Fig. 16) whilst his friend plays the procedure under an English version of Firefox running on Window 7 (Fig. 17). Assuming that the other user can read Spanish, the only thing he needs to do to access his friend’s account is to click on the button “Acceder” (i.e. submit in Spanish) which is embedded into the procedure as part of the login form.
shown in Fig. 17; this action will grant the access to Gmail (as shown in the right side of Fig. 17) without knowing his friend’s password. This scenario might look artificial at first sight but it illustrates how powerful our approach is with respect to the distribution of the user interface.

5. Case study

This section illustrates our approach by the means of a case study concerning a trip planning to attend a conference. Our main concern here is to demonstrate the creation and execution of complex procedures that combine both manual and automated tasks. For that, let us assume that two friends named Peter and John are planning to go together to a scientific conference. To accomplish this goal they should visit the conference Web site for getting general information (such as location, dates, etc.), collect points of interest at the destination, book flights and hotels.

The first step is to define a sequence of minimal actions that they should do to accomplish this goal. Then, they can share informations during the process. Both Peter and John have previously installed the plugin as described in Section 4.3.

Peter decided to create a procedure as it is shown at the left-side of the browser window in Fig. 18. The procedure is built incrementally while Peter is navigating the different Web sites required to accomplish the task. As he collects data during his navigation, it becomes recorded as part of the procedure itself. For example, the first task in the list is “Provide a URL” where we can read the parameter “URL=http://www.interact2013.org” indicating the Web site visited by the user. We can also read that “Provide a URL” is a primitive task, which means that users should inform themselves which Web site they want to make part of the procedure. Because users might have many browser windows opened at the same time to perform different tasks, it is important to let users inform whether or not a specific Web site been visualized should be part of the procedure he has in mind. That
is why this task is set as primitive and therefore performed manually by the user.

As we shall see in Fig. 18, the second, third and fourth elements in the list (lines 2–4) concern the augmenter ConceptInstanceCollector that was used three times to collect data from the Web site; respectively the destination, dateFrom and dateTo. For that, the only thing Peter had to do is to point at information on the Web page and trigger the augmenter, so that a copy operation is done. The data became part of the procedure (see the parameters name and value next to the augmenter definition). Moreover, these data become available when Peter is visiting the Web site for booking his flight at expedia.com (line nine). As that data is recorded as part of the procedure Peter can reuse it when filling in the form for booking the flight; moreover, Peter can configure the augmenter CopyDataIntoInput to automatically fill in the form with the appropriate data as described in line 10 of Fig. 18. The data used for a procedure remain available during the entire execution.

Fig. 13. Using functions upload and sharing in the tool. (a) Edition mode. (b) Execution mode.

Fig. 14. Main menu and procedure manage window.

So far we have shown how Peter has created the planning trip procedure. But then, he decides to share it with his friend John. For
that Peter triggers the option “export” in the main menu, execution mode (see Fig. 13b) and then a dialog menu appears with the list of tasks in that procedure. It is noteworthy that the procedure contains all data used by Peter, including his credit card information that he does not want to share with John (Fig. 20). So that Peter cleans the values associated to those tasks whilst sending the procedure to John.

John will be notified by email that a new procedure is made available by his friend John. By clicking in the URL provided in the email he can download that procedure that will appear in his browser as shown in Fig. 21. Notice that John sees the procedure in the execution mode of the tool. Most of the tasks contain attributes with data previously provided by Peter, which makes John’s tasks easier to perform, except by data associated to tasks that Peter decided do not share with John.

When John finishes his procedure he can share this information with Peter. The procedure for sharing information is similar to that of sharing a procedure. The data is sent to the task repository that will notify Peter that John has been executing the procedure. By selecting the combo box as shown in Fig. 22, Peter can see the values he has used (Fig. 22a) and those provided by his friend John (Fig. 22b).

Note that, for example, the execution perform by John is not finished (note the two visible tasks in the list, which appear as not completed). Besides that, comparing both executions, we can see that John has used different information in the tasks; for instance, he has collected different Point of Interest.

6. Evaluation of the tools

The tools presented above are fully operational and they can be used to coordinate distributed user interactions over the Web. In order to highlight the contributions of these tools, we present in this section a preliminary evaluation.

The evaluation concerns the procedure player. We assume that user performance could be an important factor for adopting the tools proposed in this paper. To investigate this, we have performed a user testing experiment that was aimed at investigating whether users perceive our tool as usable and whether they were able to perform tasks faster using our tools than navigating individual Web sites. The user testing basically consisted of observing users’ performance and comments whilst users accomplish tasks (Han and Tokuda, 2008).

Then we have asked participants to envisage a professional travel to the conference INTERACT with a colleague, named John, who is keen to share his trip plan with him. The travelers had to book a hotel in the city where the conference takes place. We assume that John had found the cheapest hotel offers at the Web site booking.com and that he was keen to share this hint. However, the participants had to make the arrangements for the trip alone. This general scenario encompasses the main tasks:

- Task 1 (T1): To get general information about the conference and the cheaper hotel.
- Task 2 (T2): To search at booking.com for a room in the hotel during conferences dates (check-in: first day of the conference; check-out: last day of the conference).
- Task 3 (T3): To book and pay for the room.

The study was run in a controlled room equipped with a PC running Unix and a Web browser Firefox 19 which integrates the procedure tool and a full set of augmenters. A chronometer was used to record user performance but sessions were not video-taped.

At first participants were asked to fill in a pre-questionnaire in order to collect demographic data and their experience with Web applications. Then, we have explained to the participants the goals of the study and they were asked to think aloud during the testing session. Participants were also introduced to our tools and get a short explanation about how it works. In order to make sure that all participants would receive the same information the instructions were provided by a 6 min video demonstrating the use of the procedure player.

6. Evaluation of the tools

The tools presented above are fully operational and they can be used to coordinate distributed user interactions over the Web. In order to highlight the contributions of these tools, we present in this section a preliminary evaluation.

The evaluation concerns the procedure player. We assume that user performance could be an important factor for adopting the tools proposed in this paper. To investigate this, we have performed a user testing experiment that was aimed at investigating whether users perceive our tool as usable and whether they were able to perform tasks faster using our tools than navigating individual Web sites. The user testing basically consisted of observing users’ performance and comments whilst users accomplish tasks (Han and Tokuda, 2008).

In order to compare the value added by our approach, we have asked participants to perform this trip planning with and without our tools. Whilst not using our tools, the trip planning featured a printed version of an email that contained all John’s trip arrangements; then the participant had to visit the Web sites indicated in the email to perform the tasks. Whilst using our tools, the scenario included the trip planning made by John using the procedure editor; in this case John’s email contained a link from where it was possible to download the procedure from the task repository. Thus, to execute the procedure the participant should have to perform the following additional task:

- Task 0: To import the procedure.
Fig. 16. Creation of a procedure embedding DOM element login using the procedure plugin in English version of Firefox for Mac OS, with Gmail in Spanish. (a) Inclusion of DOM element: login form. (b) Embedded DOM. (c) Customizing DOM.
After performing every task, participants were asked to assess from 1 to 5 the difficulty to perform the task (1 from very easy to 5 very difficult). In order to measure efficiency we took the time consumed by each user task. Effectiveness was measured in terms of the number of tasks users could finish.

At first they were asked to perform the tasks without the tools. Then they were allowed to perform the tasks using the procedure player. After accomplishing the tasks with and without the procedure player, participants were asked to fill in a form used to determine the satisfaction degree, including: what they liked in the tools, what they did not like, whether they experienced difficulties in activating the tools, which task were difficult to perform, whether (or not) they were aware of the actions using the tools. Finally, a System Usability Scale questionnaire (i.e. SUS [Brooke, 1996]) was used to determine tools usability.

For this study about the usability of our tools, eleven participants (9 males and 3 females, aged from 20 to 33 years old,
Average (M = 27.64, SD = 3.79) were recruited at the University of La Plata, Argentina. Among the participants we counted two PhD, 7 PhD students; the rest of them were undergraduate students. All participants were experienced Web users (i.e. > 5 years using the Web) who browse the Web as a part of their daily activities. The pool of users was selected by convenience and it is not representative of the population of Web users. However, each user performed the manual task and used the

Table 2
Peter’s procedure for planning a trip to attend a conference.

<table>
<thead>
<tr>
<th>User tasks</th>
<th>Web site</th>
<th>Task (primitive/augmenter)</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Visit conference Web site</td>
<td>–</td>
<td>Primitive task: provideURL</td>
<td>url</td>
</tr>
<tr>
<td>2. Collect data about the conference</td>
<td><a href="http://www.interact2013.org">www.interact2013.org</a></td>
<td>ConceptInstanceCollector</td>
<td>conference place</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ConceptInstanceCollector</td>
<td>destination</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ConceptInstanceCollector</td>
<td>dateFrom</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ConceptInstanceCollector</td>
<td>dateTo</td>
</tr>
<tr>
<td>3. Visit site for getting information about destination</td>
<td>–</td>
<td>Primitive task: provideURL</td>
<td>url</td>
</tr>
<tr>
<td>4. Collect points of interest at destination</td>
<td><a href="http://www.interact2013.org">www.interact2013.org</a></td>
<td>ConceptInstanceCollector</td>
<td>point of interest</td>
</tr>
<tr>
<td>5. Visit site for booking a flight</td>
<td>–</td>
<td>Primitive task: provideURL</td>
<td>url</td>
</tr>
<tr>
<td>6. Search for flights</td>
<td><a href="http://www.expedia.com">www.expedia.com</a></td>
<td>CopyDataIntoInput</td>
<td>destination</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CopyDataIntoInput</td>
<td>dateFrom</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CopyDataIntoInput</td>
<td>dateTo</td>
</tr>
<tr>
<td>7. Go to payment page</td>
<td><a href="http://www.expedia.com">www.expedia.com</a></td>
<td>Primitive task: clickButton</td>
<td>card number</td>
</tr>
<tr>
<td>8. Pay for flights booking</td>
<td><a href="http://www.expedia.com">www.expedia.com</a></td>
<td>Primitive task: enterString</td>
<td>card type</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: selectMenu</td>
<td>expiration month</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: selectMenu</td>
<td>expiration year</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: submitForm</td>
<td>card holder</td>
</tr>
<tr>
<td>9. Collect data about flight booking</td>
<td><a href="http://www.expedia.com">www.expedia.com</a></td>
<td>ConceptInstanceCollector</td>
<td>flights number</td>
</tr>
<tr>
<td>10. Visit site for booking hotel</td>
<td>–</td>
<td>Primitive task: provideURL</td>
<td>flight set</td>
</tr>
<tr>
<td>11. Search hotels</td>
<td><a href="http://www.booking.com">www.booking.com</a></td>
<td>CopyDataIntoInput</td>
<td>url</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CopyDataIntoInput</td>
<td>destination</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CopyDataIntoInput</td>
<td>dateFrom</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CopyDataIntoInput</td>
<td>dateTo</td>
</tr>
<tr>
<td>12. Pay for hotel booking</td>
<td><a href="http://www.booking.com">www.booking.com</a></td>
<td>Primitive task: submitForm</td>
<td>card number</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: enterString</td>
<td>card type</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: selectMenu</td>
<td>expiration month</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: selectMenu</td>
<td>expiration year</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: enterString</td>
<td>card holder</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Primitive task: submitForm</td>
<td>link of hotel’s Web page</td>
</tr>
<tr>
<td>13. Collect data about hotel</td>
<td>–</td>
<td>ConceptInstanceCollector</td>
<td></td>
</tr>
</tbody>
</table>

Legend: –: task can be performed from any Web site; #: task can be performed one or more times.
procedure player, so it is still possible to compare the relative user performance.

All participants in the study completed both manual tasks and used the procedure player. Overall the users judged the tasks with the procedure player easy to follow. In a scale from 1 to 5 (1 is very easy, 5 very difficult), the average score for tasks were: Task 0 = 2.6, Task 1 = 1.4, Task 2 = 1.6, and Task 3 = 1.18. As indicate in Fig. 23 the task performance (except of the task 0) was improved using our tools.

All participants reported positive comments about the tools. The overall the results provided by SUS were also positive with an average SUS score of 75.2. However, three participants given score below 70 points to the SUS (i.e. 50, 55 and 67.5) and a single user gave 100 points to the procedure paper. Moreover, participants provided several suggestions for improving the usability of the tool such as providing explicitly mark for informing when the set of tasks has been finished. In general participants think that the tools help to navigate among the diverse site Web and they appreciate the automation of tasks. Despite the fact that the user input was distributed between the procedure player and the Web sites, none of the participants raised comments about the fact that these two ways of interacting with Web sites would be conflicting. However, some of them (N = 5) mentioned they would be appreciate it if the tools could automate the tasks without asking users to follow the list.

These results are rather preliminary. They do not take into account a detailed analysis of the synchronization of tasks between the users. Moreover, it only covers the execution of procedures. Yet it shows some evidence of use for the tools and an initial positive feedback. Indeed, the study shows that users can very easily perform collaborative tasks in distributed Web sites. Users indeed appreciated the support for planning tasks in an integrated manner. User performance was greatly improved using the approach. However, further studies will be required to investigate the usability of the tool with a larger population.
7. Conclusions, lessons learned and future work

In this paper we have presented a novel approach for building Distributed User Interfaces (DUIs) aimed at helping users to collaborate whilst navigating multiple Web sites. These DUIs feature a list of tasks that are constructed by assembling building blocks from a repertoire of manual Web tasks (called primitive tasks here) and a set of components called Web augmenters that automate user tasks. By assembling these tasks, users can create their own procedure. The composition mechanism can be described by a dedicated DSL and supported by a tool featuring a plugin. The distributed aspect of this interface is duly discussed in Section 7.

Fig. 22. Visualization of values used in procedure. By selecting the user in combo box, Peter can compare his values with the values used John. (a) Values used by Peter to accomplish the procedure. (b) Values used by John to accomplish the procedure.

Fig. 23. Average user performance for accomplishing tasks manually and with the procedure player.
The key aspect of this contribution is the fact that our approach is able to include small pieces of software components, called Web augmenters to support tasks users performing over the Web. By assembling these elements in a list, we argue that we can create a dedicated procedure featuring a distribute user interface that helps users to accomplish a given goal. It is important to notice that, to reach some goals, users still have to act on the Web browser. For that, the approach allows the inclusion of primitive tasks which are used in the composition to provide a kind of contextual help, so that users will know what to do whilst navigating a particular Web site. The DSL that is delivered as part of our approach allows formalizing the task composition. It is noteworthy that this is only possible because the repertoire of tasks users can perform are limited by the number of actions users can do on a Web browser. The elementary user tasks of a Web browser are simple and very well known in the literature (Byrne et al., 1999; Heath, 2010). Web augmenters can automate some of these tasks and perform adaptations on Web pages to be visualized in the Web browser. These new components let users perform additional tasks that go beyond of traditional Web users. Nonetheless, these are extensions that should be coded by developers. The impact of the developer community in developing scripts is known in the GreaseMonkey community (GreaseMonkey, 2012) and motivates this kind of research. Some of the aspects of procedure modeling and execution discussed in this paper might resemble some techniques for end-user programming (Lieberman et al., 2006; Lin et al., 2009). In the past, experiments with mashups tools for end-user programming (Lin et al., 2009) have demonstrated that some visual tools such as CoScript (Bogart et al., 2008) could be used to create scripts integrating data from many Web sites. Nonetheless, we consider that a direct comparison would be unfair as the skill required to compose procedures with Web augmenters is more close to what we expect from Web developers than from ordinary Web users.

The current implementation is limited to the information exchange between users and the tasks they have performed. In the section case study, we have shown how users can report to each other the values they have used to accomplish a trip planning. However, it would be possible to envisage a more fine-grained collaboration on which users could distribute the tasks to be performed in a procedure. We are currently working on our tool to increase the level of interaction between tasks performed by users. One of the aspects that we are investigating is to merge procedures developed by two (or more) users, where each procedure contains tasks that are performed by individuals in order to reach a high level goal that is represented by the combination of several procedures.

Given the fact that this approach is very new, the tools have only been used by a limited number of users that were specially recruited to an early trial. Nonetheless they seem enough to prove the overall concept. Future work will include user testing of the tools with a larger population. Such empirical study should investigate in detail the usability of the tool in creation mode and the synchronization aspects of tasks between users. Moreover, we are planning to investigate how users perceive the introduction of new Web augmenters into the plugin.

In parallel we are working on the development of new augmenters that could be supporting a higher level of automation of user tasks. In the near future we are planning to make the tools accessible for the public so that we can start investigating the usability and the user experience with our tools. We are also planning to integrate more functions in our tools for supporting a better communication between the users during the execution of distributed procedure. In a long term run we want to investigate the use of procedure descriptions as a support to the analysis of the user activity over multiple Web sites; by doing so we hope that we could optimize the processes used by users to accomplish their tasks on multiple Web sites.

Rather than a definitive solution to the problem of integrating data among multiple Web sites and supporting users collaboration whilst navigating Web application, this work proposes new challenges for the development of Distributed User Interfaces over the Web. For example, how to model and describe user tasks that can be scattered in multiple Web sites? How to help users perform these tasks efficiently? How to automate user tasks over the Web? How to build interfaces that help users to share information about their activity over the Web with their friends and colleagues? How many pieces of the user interface of Web sites can be extracted and then rearranged to feature a new sequence of tasks? How to deal with Web technology to provide better support to users' tasks on multiple Web sites? Certainly much work remains to be done but the results that we obtained with our approach are promising for investigating these questions.

Annex. XSD Specification of the DSL

```xml
< ?xml version="1.0" encoding="UTF-8" ?>
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"
  targetNamespace="http://www.lifia.info.unlp.edu.ar"
  xmlns="http://www.lifia.info.unlp.edu.ar">
  <xs:element name="procedure">
    <xs:complexType>
      <xs:sequence minOccurs="1" maxOccurs="1">
        <xs:element name="configuration" />
      </xs:sequence>
    </xs:complexType>
  </xs:element>

  <xs:element name="taskDefinition">
    <xs:complexType>
      <xs:sequence minOccurs="1">
        <xs:element name="server" type="xs:string" />
        <xs:element name="executionId" type="xs:string" />
      </xs:sequence>
    </xs:complexType>
  </xs:element>

  <xs:element name="primitiveTask">
    <xs:complexType>
      <xs:group ref="taskDefinition" />
    </xs:complexType>
  </xs:element>

  <xs:element name="augmentationTask">
    <xs:complexType>
      <xs:group ref="taskDefinition" />
    </xs:complexType>
  </xs:element>

  <xs:element name="all">
    <xs:complexType>
      <xs:sequence>
        <xs:element />
      </xs:sequence>
    </xs:complexType>
  </xs:element>
</xs:schema>
```
<xs:group name="taskDefinition">
  <xs:sequence>
    <!-- !-- PROPERTIES! -->
    <xs:attribute name="id" type="xs:string"/>
    <xs:attribute name="repetitive" type="xs:string"/>
    <xs:attribute name="optional" type="xs:string"/>
    <xs:attribute name="automatic" type="xs:string"/>
    <xs:attribute name="synchronize" type="xs:string"/>

    <!-- !-- ATTRIBUTES! -->
    <xs:element name="attributes" minOccurs="0"/>
    <xs:complexType>
      <xs:all minOccurs="0" maxOccurs="*">
        <xs:element name="attribute"/>
      </xs:complexType>
    </xs:element>
    <xs:all/>

    <!-- !-- PRECONDITIONS! -->
    <xs:element name="preconditions" minOccurs="0"/>
    <xs:complexType>
      <xs:all minOccurs="0" maxOccurs="*">
        <xs:element name="precondition"/>
      </xs:complexType>
    </xs:element>
    <xs:all/>

    <xs:simpleType>
      <xs:restriction base="xs:string">
        <xs:enumeration value="AffectCurrent"/>
        <xs:enumeration value="AffectSubset"/>
      </xs:restriction>
    </xs:simpleType>
    <xs:sequence minOccurs="1" maxOccurs="*">
      <xs:element name="name" type="xs:string"/>
    </xs:sequence>
    <xs:element name="value" type="xs:string"/>
  </xs:complexType>
</xs:sequence>
</xs:group>
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Identifying User Experience Dimensions for Mobile Incident Reporting in Urban Contexts
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Abstract—Research problem: Despite the increasing interests raised by incident reporting systems, it is still unclear what dimensions of user experience (UX) and other contextual factors should be taken into account for the various stages of declaring an incident using mobile-phone applications. Research questions: How do citizens perceive and describe urban incidents? What UX dimensions are important for reporting an incident with a mobile-phone application? What other [contextual] factors are important from the users’ point of view when declaring incidents? Which of the UX dimensions and contextual factors are important when in the various phases during an incident declaration? Literature review: Overall, there is a lack of empirical research in the domain of incident reporting. In general, the UX dimensions—visual and aesthetic experience, emotion, stimulation, identification, meaning and value, and social relatedness/coexperience—are important when designing interactive systems. It also shows that incidents are related to the citizen’s perception of the environment. Methodology: A triangulated method approach combining interviews, a survey of existing systems, and a model-based task analysis were applied. This allows us to present a generic task model for incident reporting with a detailed description of UX dimensions affected in the various subtasks. Results and conclusions: Our findings point out the effect of UX dimensions in the task engaged by users when reporting urban citizens. The overall UX is directly influenced by the perceived level of severity, inconvenience and involvement, the personal context, and the technological mobile context. We have found that while several UX dimensions are highly relevant, they are not equally distributed along the several subtasks that citizens engage when reporting incidents. This study shows that semistructured requirement interviews can provide information about UX dimensions and it highlights the importance of the identification of UX dimensions in early phases of the development process.

Index Terms—e-government, incident reporting, mobile services, service quality, smart phone, user experience (UX).

INTRODUCTION

Incident reporting is a very well-known technique in safety-critical domains, such as air-traffic management [1] and health [2], [3], where specialized users are trained to provide detailed information about accidents or a deviation from current policies. In these domains, reporting an incident is part of the work routine. An incident report often features a document that focuses on objective facts rather than personal opinions. Reporting incidents is considered an important mean for monitoring the quality of the environment and enables authorities to promote safety and improve the technical systems (either in terms of design and/or working procedures).

In recent years, several governments have started to make use of information and communication technology to allow citizens to report urban incidents in their neighborhood (such as a broken street lamp or a street water leak) to the local administration. In this context, citizens can use incident reporting tools as self-service applications [18], allowing the citizens to produce and consume services electronically without direct contact with the local administration. These applications are part of a variety of initiatives for promoting active participation of citizens in the actions of the government through the use of information and communication technology (e-government) [4], and mobile and wireless technology (m-government) [5], [6]. The state of Virginia (US) was a pioneer in deploying m-government applications, such as weather forecast, election monitoring and tourism information [7]. New applications, such as BlueTooth [8], use geolocation functions (GPS) embedded into cell phones to deliver personalized information to citizens (such as emergency phone calls and events taking place in the city). Although most m-government applications concern an urban environment (such as traffic jams, parking availability in town, and WiFi access), applications have been used even in rural areas [9].

Currently, many m-government services publish information through citizens’ cell phones, but few services allow citizens to interact with the administration. For example, Fixmystreet allows users to report incidents in the cities that adopted
this system [11]; however, the user interface provided is only available on web platforms and does not take into account the specifics of mobile technology.

Mobile technology offers many opportunities for m-government to obtain citizens’ feedback about their environment. The latest generation of mobile devices includes touch interaction, global positioning systems (GPS), and camera, so that mobile phones (smart phones) provide users/citizens with the means to report incidents by specifying, for example, the location (such as selecting the location on a map), sending a precise location identification (such as using GPS), or simply providing a proof of the incident (such as taking a photo). However, mobile technology also imposes some constraints [10]. Due to the small screen size and low resolution, m-government solutions have to avoid the display of the same quantity of information compared to a standard computer. The same holds true for interaction resources (such as data inputs) which are also restricted.

The acceptance of m-government services is directly related to the ability of the application to address the users’ needs [12], [13]. The issues of interface design are critical in the development of interactive systems, and usability of applications should be a central objective of conception [14]. A high-quality interface allows users to achieve their purpose (such as notification of an incident) in an efficient and satisfying way. Moreover, users might become dissatisfied and/or upset if they fail to achieve a goal. Thus, beyond usability, the overall (positive) user experience (UX) is important to make a service successful in terms of user takeup and frequency of usage. UX is a concept that goes beyond the pragmatic aspect of usability by taking into account dimensions such as emotion, aesthetics or visual appearance, identification, stimulation, meaning/value or even fun, enjoyment, pleasure, or flow [15].

For quite a while, it became clear that users do not only expect to receive information from the government, but citizens also expect to inform the government of their specific needs or experiences [16]. The willingness (and need) of direct and onsite citizen involvement is often highlighted during natural disasters and massive accidents [17]. Despite the fact that active use of the service is a key success factor, little is known about incident reporting systems by citizens in the field of m-government. So far, there have been no prior studies investigating what UX dimension should be taken into account when designing self-service systems for reporting incidents in urban contexts using mobile technology. Even less is known about how the UX with such systems might affect citizens’ opinion about the quality of the service provided by the government.

The main goal of this work is to investigate which UX dimensions contribute to the overall user experience in the domain of incident reporting with mobile phone applications. This research was conducted within the project FEDER Ubiloop. Our working scenario is illustrated by Fig. 1 that presents how citizens might use diverse types of devices (mainly mobile phones) to report incidents such as potholes, missing road signs, graffiti, broken furniture in parks, and hornets. Ubiloop is proposed as a self-service system for mediating the communication between citizens and the administration. It presumes that incidents reported by citizens will prompt the city administration to those problems that are perceived as affecting their quality of life in the city. On one hand, the citizens are empowered with a system that will help them to autonomously perform an incident report, thus reducing bureaucracy. On the other hand, the city administration can have access to data provided by citizens, thus improving the detection of problems that would be difficult to identify otherwise.

In this context, the present study addresses the following research questions:

RQ1. How do citizens perceive and describe urban incidents as part of their perception of the quality of the environment?
RQ2. What dimensions of UX are important for reporting an incident with a mobile-phone application?
RQ3. What other (contextual) factors are important from a user’s point of view when declaring incidents?
RQ4. Which of the UX dimensions and contextual factors is important when in the various phases during an incident declaration?

Since the context of incident reporting in urban contexts has sparsely been investigated from a human-computer interaction (HCI) or psychology perspective, it was important to first understand the context in which the mobile incident reporting application will be used and, second, to identify the relevant UX dimensions. In the next section, we present the state of the art on UX in general. Then, we present the methodological approach we have
employed during our research, which encompassed the triangulation of three methods: two types of interviews with end users (semistructured requirement interview; scenario-based interview), a model-based task analysis, and a survey of existing systems. The section on result is structured following the typical task of declaring an incident: first, we present results on how people perceive the environment and what they perceive as incidents (semistructured requirement interview), then, the UX dimensions were identified based on the second interview (scenario-based interviews). To validate the findings, a model-based task analysis is used, identifying all possible tasks for an incident report. An ideal incident reporting system would support all of these tasks. This model-based task analysis was then compared with the results of a survey on incident reporting systems, showing to what extent current systems do support the general task. This general task model was then triangulated with the data from the interviews, identifying different UX dimensions for the various subtasks in the general model-based task description. This paper concludes with a discussion and future research section.

LITERATURE REVIEW

The main contribution of our work is on what user experience dimensions are important for incident reporting with mobile-phone applications. We are not aware of any work identifying UX dimensions for incident reporting; thus, a general overview on UX and the selection of UX dimensions for reporting incidents via mobile-phone applications is presented. The goal of this section is to revise the literature about UX dimensions and discuss in which extensions they are relevant to the design of incident reporting systems. Therefore, this section starts with an overview of the theoretical orientation, how literature was selected, followed by the definition of UX dimensions and the influence of the context.

Theoretical Orientation Incident reporting systems are related to several applications domains, including safety-critical systems, mobile technologies, and e-government. Despite the fact that vast literature in these domains exists, there is very little information about which UX dimensions should be taken into account when designing incident reporting systems. As far as incident reports systems are concerned, we assume their usage will be influenced by 1) the general UX when interacting with the mobile phone (as a product), but also by all experiences when interacting with the specific services and the service characteristics in 2) the specific usage context.

Selection of Literature for the Review We have started investigating publications in the field of HCI by looking for results of empirical studies with users using incident reporting systems and UX dimensions that should be taken into account when designing such applications. For that purpose, we have browsed digital libraries, such as ACM DL, Springer Link, and IEEE Xplore using the keywords user experience (UX), incident reporting systems, and mobile applications; selected articles should comply with (at least) one of the following criteria: to provide a definition on the topics covered by this paper, to illustrate existing applications in the domain, to identify problems that remain to be solved in the domain, and reporting empirical studies with citizens. We have found very few studies addressing specifically incident reporting systems. Conversely, we have selected many references that describe the importance of UX dimensions in the design of interactive systems. We also have selected references that describe contextual factors related to the application domain.

UX Dimensions An overall positive UX can be the key to the longer term acceptance and usage of a system [19]. UX can be defined as to go beyond usability, focusing on cognitive, sociocognitive, and affective aspects of the UX in their interaction with artifacts [20]. UX is commonly understood as being subjective, dynamic, and context dependent [21]. It is still controversial if UX is measurable [22]. This work assumes that it is possible to measure a set of dimensions that contribute to the overall UX. What is important to note is that limited usability must not lead to a bad UX, but on the contrary, can lead to a positive UX, while good usability does not necessarily lead to a positive overall UX. This has been shown, for example, in the area of interactive TV [23].

The literature in HCI describes a broad variety of dimensions that are associated with UX. To understand the most important UX dimensions, we did a literature review on all available publications on UX starting in the early 1990s, with a focus on journals and publications in the field of HCI. Based on an assembly of 247 articles, we identified a set of UX dimensions that are central for interactive systems. Table I shows the six most commonly described UX dimensions in HCI literature. Due
Fig. 1. Overview of incident reporting: users report incidents like potholes, tagging, obstacles, or broken street lamps to the local government using mobile-phone applications.

to space constraints, the table only indicates a selection of the most important references.

The dimension visual and aesthetic experience refers to the pleasure that people gain from sensory perceptions, how beautiful something is perceived [24]. It includes beauty [25] and refers to classic aesthetics characteristics like clarity and symmetry [25], [26]. Overall, it is about how aesthetically pleasing and sensually satisfying an interaction is [27]. It has been shown that attractiveness and aesthetics do have a significant influence on the perceived usability of a system [28], [29].

Emotion has been identified as a key dimension of UX [25]. For Desmet and Hekkert [30], the emotional experience is one of the three main dimensions contributing to product experience, including feelings and emotions elicited. Alben [28] addresses the dimension emotion as an outcome for user interaction. Mahlke and Thüring [31] state that affect and emotion are considered as important parts of the UX with interactive systems before, during, and after interacting with the system.

Hassenzahl [25] describes stimulation as a hedonic attribute of a product, which can lead to new impressions, opportunities and insights. Sheldon et al. [32] state the need for pleasurable stimulation, focusing more on joyful aspects of the interaction. Hedonic experiences were subsumed by Karapanos et al. [33] under the term “innovativeness” to describe the ability of a product to excite the user through its novelty.

For Hassenzahl [34], the identification dimension addresses the human need to express one’s self through objects. This self-presentational function of products is entirely social; as individuals want to be seen in specific ways by relevant others. Thus, using or owning a specific product is a way to reach a desired self-presentation. Identification can be seen as self-expression through an object to communicate identity. Jääskö and Mattelmäki [35] define user personality as part of user experience in sociocultural contexts, including the self-image, attitudes, values, lifestyle, and previous experiences.
Meaning and value refer to “Ideo pleasure” [36], indicating values the product can satisfy. This means that products are sometimes chosen because they reflect or represent values that are important to the person. Desmet and Hekkert [24] refer to two aspects of meaning: the experience of meaning and the meaning attached to a product.

The construct of *social relatedness/coexperience* as a UX dimension is addressed by Gaver and Martin [37] under the term of intimacy which is used to refer to nonverbal, inexplicit forms of communication. Jordan [36] describes the construct of sociopleasure as something that deals with interaction with others. Products that facilitate communication as well as those that serve as conversation pieces contribute to sociopleasure.

Mobile service UX has been defined as the combination of dimensions of service experience and UX [38]. Service experience is affected by dimensions, such as perishability, intangibility, and the *self-service nature* of the services itself [39]. There are a variety of elements that should be taken into account for any type of mobile-based services, including the coherence of the service integration, social navigation and interaction, the ability to dynamically change services, the intangibility of the service, and the availability of multiple interaction styles [40].

In this paper, we investigate how these UX dimensions are reported by users during semidirected requirements interviews and in which extensions they are related to tasks that users engage in when reporting incidents.

**Influence of the Context**  Before designing and developing an incident reporting system, it is important to understand how people perceive and act on the environment. Currently, the main mechanisms on how individuals act in their environment are poorly understood in the field of environmental psychology [41] and unfamiliar to the HCI domain. Nonetheless, it seems important to know: (1) how individuals perceive their environment, (2) how they discover incidents, and (3) how they transfer this knowledge to self-service systems. Two concepts are important to understand how people perceive their environment: place identity and amenity. Place identity [42] refers to the cognitive aspects related to the perception of the environment, including one’s attitudes, feelings, ideas, memories, personal values, and preferences toward the whole range and all types of physical settings. These aspects of place identity allow people to understand the environment they live in and their overall experience. In this way, one can consider place identity as a structure of the self-identity, which means situated and self-centered. Thus, the same physical environment can be perceived differently by individuals. For example, a handrail can be perceived as an aid for elderly people and as an object to play with for kids.

The concept of amenity refers to the ability of spaces to evoke emotional responses, such as attractiveness and desirability. Amenity refers to any benefits of a property, especially those that affect attractiveness or value of places. Amenities include facilities, such as restaurants, parks, swimming pools, theaters, children’s playgrounds, and bicycles paths. Amenities also include pleasant architecture, nearby activities, good schools, or a low crime rate, all of which add to the desirability of place and property. The concept of amenity explains how environmental qualities can have an impact on the hedonic and social perception of environment.

The identification or perception of an incident is related to a mental contradiction between an expected state of the environment (influenced by the place identity of a person and the amenities given in that environment) and the real state of this environment. When this contradiction is too high, people feel the need to report this contradiction or correct it.

For Moles and Rohmer [43], the main role of the urban environment is to act as a mediator between individuals and the society. Such mediators exist on different levels ranging from a macro to a micro level. At the macro level, the role of the urban environment includes building public transportation or the global management of the city. Individuals typically do not have a lot of influence on the macro level. On the micro level, the urban environment refers to events and objects that individuals interact with in their daily actions (like taking a bus or enjoying a park). Thus, the role of a designer of any incident reporting system would be to improve the communication between the individual (and his or her daily experiences on the micro level of the urban environment) and the local administration or government (on the macro level of the urban environment).

**Methodology**

The goal of our research is to understand what UX dimensions contribute to the overall UX in the domain of incident reporting with mobile-phone
applications. The following sections explain how we attempted to reach this goal. It first explains our choice of a research methodology. After explaining the choice of a research methodology, we separately describe the participants, processes, and data-analysis techniques for each of the methods we used.

**Choice of Research Methodology** To answer the research questions, we have been triangulating and applying three methods: (1) interviews, (2) a survey of existing systems, and (3) a model-based task analysis. The methods were applied in the following three steps:

**Step 1** To understand how citizens perceive incidents (RQ1), we have been performing a semistructured interview, identifying requirements for mobile applications for incident declaration.

**Step 2** To understand what UX dimensions are important (RQ2) and what other dimensions can be influencing the design and development (RQ3), we:

(a) identified scenarios of typical incidents in the semistructured requirement interviews;
(b) we completed and extended the scenarios and the scenario description by comparing them with the results of a survey on existing systems;
(c) we then conducted the scenario-based interviews.

**Step 3** To identify what UX dimensions are important during an incident declaration (RQ4):

(a) a model-based task analysis was performed (based on the survey of existing systems)
(b) the UX dimensions and (contextual) factors were associated with the subtasks in the model-based task description.

**Semistructured Requirement Interview** In order to understand users’ requirements for incident reporting systems, we have conducted a semistructured requirement interview.

**Participants** All participants were French native speakers. Their education level ranged from high school to obtaining a Ph.D. They lived in France in the Toulouse metropolitan area for at least two years and up to 40 years \((M = 13, SD = 10)\).
Negative experiences in terms of environmental quality; such as to tell about events they have in their neighborhood or working place. Personal involvement with problems; such as to identify who they think should be in charge of solving problems in their neighborhood: themselves (personal level) or the local government (societal level). Preferred system design; such as to tell how they would like to report degradations of the environment (such as incidents) and what kind of technology should be used (for example, web service on PC or smart phones).

(b) UX dimensions they think are important; such as to name elements that are important for a good experience or a good quality of service.

**Identification of Scenarios** To analyze the actual support provided by existing applications, we conducted an analysis of existing services for incident reporting in urban contexts. This survey focused on the front office (such as reporter tools) and not on the back office (such as officer tools). Applications for incident reporting were first identified from the set of tools ranked by web search engines (such as google.com). Then, only those that were available for remote testing were selected for further analysis. Fifteen applications were selected covering international and national incident reporting services (covering the US, Canada, UK, the Netherlands, Australia, New Zealand, Norway, South Korea, Spain, and India) and eight city services (New York, Vienna, Copenhagen, Lisbon, and four French towns: Paris, Pouancé, Merignac, and Athis-Mons). Most applications are accessible from the website of city administrations.

These 23 applications included different technological platforms resulting in eight services that are available only on the web (such as those that can be used only on standard computers), three services that are optimized for webmobile (such as those that can be used on smart phones and standard computers), ten applications that are delivered through the web but also provided as an embedded smart-phone application, and two services that are available as embedded smart-phone apps only. In a second step, we excluded all web applications and focused only on those that are available on mobile platforms.

The remaining 12 applications were then compared accordingly to their task support for reporting incidents as described in Table II.

Despite the fact that these applications address the same problem of reporting incidents in an urban context using mobile technology, the scenarios implemented are different. For example, while in some systems the identification of the user is mandatory, others accept anonymous reports; in some systems, users can chose how to provide the location (such as an address or GPS coordinate). Other solutions only offer a simple text field for entering an address.

As far as the main task “detect incident” is of concern, four applications provide some support to help users recognize what type of problem would be an incident and the other four applications provide a mechanism for helping users identify how to solve the incident. None of the tools surveyed explicitly motivates users to report incidents.

The task “submit an incident” is supported by different scenarios but there is some consensus on subtasks such as “provide a description” using either text or a picture and “to locate the incident” by pinpointing it on a map. Other subtasks, such as select incident category, record when the incident is reported and provided personal coordinates (available in 11 of the 12 applications analyzed). To rate an incident in terms of severity is only possible in two applications and only one considers potential danger. While textual descriptions and pictures are common, none of the applications considers an alternative service, allowing the user to call a hotline, which would be effective for blind users for instance.

The use of interactive maps where users can pinpoint the incident is supported by all applications analyzed. GPS coordinates are supported by nine applications, four of them allow users to provide an address; another three allow users to use landmarks to locate an incident.

Most of the applications \(n = 11\) automatically collect the data/time when an incident is reported. Only one lets users provide the time when the incident occurred. All applications provide either support for users to share reports and/or to see reports from other users, but only four applications allow users to subscribe for the outcome or result associated with the incident they have reported. The presence of specific features does not necessarily add value to the system; in some cases, it might be the opposite, as the absence of unnecessary features might create a feeling of efficiency.

Based on this analysis and the results of the requirements interviews, we came up with seven
scenarios that cover all identified aspects and subtasks of an incident declaration. They were used as input in the scenario-based interviews and are presented in the following section.

**Conducting Scenario-based Interviews** For the scenario-based interview, we invited nine participants (labeled P10 to P18 in results section), six males and three females \( \{M = 27 \text{ years old; } SD = 6 \} \). These participants represented a younger population compared to the participants from the first interview. Participants had a broad knowledge on various forms of information and communication technologies, using mobile phones and internet frequently. All nine participants stated they use their smart phones for calls and sending text messages, eight use it for mail and accessing internet via the smart phone, seven use it for making photos/videos and seven use the GPS function. However none of the 18 participants had used an application to report incidents using a smart phone. All participants gave written consent for participating in this study and our institution research ethics committee deemed the research “exempt.”

For this interview, participants were asked to consider the seven scenarios identified earlier. Participants were introduced to each scenario and then asked to explain how they would envisage reporting the incident using their smart phones. The scenarios were chosen to represent the most common incidents in the area of Toulouse, represented incidents identified by users in the requirement interviews, and should reflect the most frequent types of incidents supported by existing systems. Moreover, each scenario was designed to highlight a specific context of use. The incidents explored in the scenarios include:

1. **Broken street lamp.** This incident was chosen to explore situations that would be difficult to illustrate with a picture. Broken street lamps are often noticed during the night which makes photos almost impossible as many smart phones do not have a flash nor do they cover long distances. The scenario provides some geographic information to prompt if participants would use photos when reporting the incident.

2. **Pothole.** The pothole incident was designed to investigate users’ personal involvement. It describes people riding a bicycle over a pothole and then feeling backpain afterwards. This scenario is aimed to explore emotions and social behavior triggered by (negative) emotional experiences with incidents.

3. **Missing road sign.** The scenario of a missing road sign takes into account possible limitations for using a smart phone to report an incident when people are in movement, for example, driving a car. This scenario explores time/place aspects of incident reporting.

4. **Bulky waste.** In Toulouse, waste removal is performed by two different services: garbage trucks regularly collect any waste that fits into the standard waste containers; however to remove bulky waste, people need to call the local administration for booking a larger truck; otherwise, the waste will remain in place, causing a nuisance. This scenario explores how (active) usage of services can prevent incidents, what knowledge people have about local administration procedures (such as whom to call), and people’s previous experiences with local administration.

5. **Hornet’s nest.** This scenario depicts a hornet nest close to a playground with some hornets flying around people. It is aimed to explore the influence of perceived danger on the incident reporting.

6. **Tag/graffiti.** In this scenario the participant is told to be going to an appointment when he notices some fresh graffiti next to his car; participants promptly report this incident even if they are in a rush. This scenario is aimed to explore the perception of the level of nuisance and priority, need for immediate action, and feeling of duty toward society.

7. **Broken bench in a park.** This scenario explores difficulties for locating precise incidents. It also prompts people to get involved with (a priori) minor incidents.

All sessions were recorded and then transcribed by a French native speaker. The transcriptions were analyzed accordingly to the Grounded Theory Approach [44], [45]. A corpus of 92,240 words was analyzed and coded accordingly to 11 classes/codes with 1125 segments of text. Every segment of text was interpreted accordingly to the context given in the scenario; for example, when users expressed a feeling of relief after reporting an incident, the segment was coded in the class emotions. In order to reduce the impact of subjective interpretation, we used the set definitions presented in the state of the art. Moreover, the coding was cross-checked by two independent reviewers with strong backgrounds (Ph.D.) in HCl. The 11 classes and codes refers to the six UX dimensions (including...
visual and aesthetic experience, emotions, stimulation, identification, meaning and value, and social relatedness/coexperience) plus contextual dimensions including user motivation (to report the incident), severity, (level of) inconvenience, diversity of technical platforms, and communication style. The coding was supported by the MaxQDA 10 software [48].

**RESULTS**

This section reports the results of the study. It integrates the results of the different parts of the study to provide cohesive answers to each research question. The section concludes by presenting a task model emerging from these results.

**Results for Research Question 1** How do citizens perceive and describe urban incidents as part of their perception of the quality of the environment?

We found out that the starting point for any incident report relies on user’s skills to detect the incident, which can be refined as being able (a) to identify an event that could be perceived as a problem or nuisance, (b) to detect an event that could prevent the occurrence of a likely problem, and (c) to envisage something worth reporting that could improve the quality of the environment and/or its management. For example: Participant 11 (in the future, we refer to participants as PXX, where P indicates participant and XX indicates their identification number) commented on the scenario of the pothole (a) “... this happened to me. I was driving with my bike on a pothole and it really damaged both of the wheels. At this occasion I really wanted to report the incident.” P16: (b) “... I would be willing to spend more time explaining how to prevent that incident than would do for reporting just a minor incident [afterwards].” P7: (c)


<table>
<thead>
<tr>
<th>UX Dimensions</th>
<th>Users reporting the dimension in requirement interviews (population ( N = 9 ))</th>
<th>Users reporting the dimension in scenario-based interviews (population ( N = 9 ))</th>
<th>Total of segments (requirement interviews + scenario-based interview)</th>
<th>User tasks</th>
<th>Implications for design of incident reporting systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual and aesthetic experience [AV]</td>
<td>6</td>
<td>6</td>
<td>21 (4.2%)</td>
<td>-</td>
<td>All users express their preferences to applications for incident reporting, mainly for aesthetics reasons. So, design options should be generally supported by a smart phone applications dedicated to incident reporting rather than an app application running on mobile phone’s browser. However, users wish to have a website on a large PC display to see a map of all reports in their neighborhood.</td>
</tr>
<tr>
<td>Emotions [EM]</td>
<td>9</td>
<td>6</td>
<td>61 (12.1%)</td>
<td>Select incident category</td>
<td>Some types of incident would generate negative emotional responses. For example “dangerous” animals as homores, rats, or snakes are a source of phobia. The system should help users to regain their calm by reporting the incident and by providing safety instructions.</td>
</tr>
<tr>
<td>Stimulation [ST]</td>
<td>9</td>
<td>2</td>
<td>29 (5.7%)</td>
<td>Submit an incident report</td>
<td>Smart-phone applications that provide an easy and fast way to submit a list of incidents also stimulate users to submit incident. Design options should greatly favor efficient applications integration in the smart-phones’ operational system.</td>
</tr>
<tr>
<td>Identification [ID]</td>
<td>9</td>
<td>9</td>
<td>150 (29.6%)</td>
<td>Decide to report the incident</td>
<td>Decide to report is a consequence of both user’s personality (e.g., citizens duty) and the need to do it. In terms of design implications, the users should have a mean to instantly report an incident when they perceive it. For now, this mean should be the smartphone’s notification or a dedicated app.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Identify who should solve the incident</td>
<td>The users expect to know the effective means, benevolence, and arms of the e-services and generally how the service can work. This is important because it’s a pre-requisite for users to be and be confident with the system. In terms of design solutions, this should lead to a video and/or a webpage describing the service intentions, means, policies, and workflows.</td>
</tr>
<tr>
<td>Meaning and values [MV]</td>
<td>9</td>
<td></td>
<td></td>
<td>Provide a description</td>
<td>Users involved in incident declaration would like to provide valuable reports. So, according to the incident type, users would like to provide (at least) the mandatory data. A design solution should be to provide a kind of template and a tutorial explaining how to provide efficient incident description. For this point, the guidance of users is important, especially for incidents that are potentially dangerous.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Locate the incident</td>
<td>Location of incident is a mandatory issue for IR. So users would like to provide a good location of the incident. Most of them suggest using cardinal coordinates (i.e., with the use of GPS). However, some users would also like to keep control on the transfer of these coordinates. Indeed, some users identify cardinal coordinates as private data and would like to transfer them only after an expirion action. So in terms of design solution, the user should allow (or avoid) automatic location, for example in a “preferences” menu of the app.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Provide user ID</td>
<td>Users consider their identification as a credibility cue of their reports. They also consider identification as a mean to prevent the service from fake reports. Nevertheless, some users expect to have an option of automatic identification, in the purpose of effectiveness, but another part of users would like to transfer their identification after an expirion action. So, as location, a design option should propose an option between automatic and explicit identification (e.g., in a preferences menu).</td>
</tr>
<tr>
<td>Social relatedness Co-experience [CR]</td>
<td>9</td>
<td>9</td>
<td>135 (26.7%)</td>
<td>Identify who should solve the incident</td>
<td>Users will share information only if they estimate that information would be taken into account by at least one service. So, in order to prompt users to report incidents, it is important to indicate which service is in charge to take into account which type of incident (e.g., in the notifications, on the website describing the service workflows).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Provide a picture/video</td>
<td>Pictures or videos are a good mean for users to explain to someone else the incident and its context. The service should help users to take an efficient picture of an incident, for example through a tutorial.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Call a hot-line</td>
<td>Some users would share their experience of an incident directly by phone, especially with dangerous ones (e.g., home heated). Furthermore, a phone call is a direct mean to ensure users that the local administration shares the same compensation of the incident. To do this, the app should provide a mean to call a hotline, according to the incident type.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Share reports</td>
<td>Sharing information is important to build and keep a community around incident reporting activities (i.e., between administration and citizens). Design options should provide interactive maps with filters to show/locate the different incidents. Subscription to RSS flow would be also a solution to share reports with other citizens. These kinds of activities should be supported mainly by dedicated websites at home.</td>
</tr>
</tbody>
</table>
“With this e-service you could make a request to add a pedestrian crossing [due to the] more and more people who want to cross here to reach the new shops.”

The detection of an incident is based on tangible characteristics identified in the environment and how an individual interprets them in the respective location. The perception of an individual of the nature of an incident appears to have an impact on its level of involvement in the reporting process, it also influences the time and number of operations a user is willing to spend and to perform an incident report:

- Interviewer: “According to the severity, you would allow yourself more time for reporting the incident?”
- P 1 5: “Yes that's it!”

Participants differentiate incidents with different degrees of severity ranging from a minor incident to dangerous incidents. The report of a minor incident will generally be driven by the perception that it is citizen duty. In this case, people want to spend very little time, with only some actions to be performed on the smart phone and an interaction time span of less than a minute as, for example:

P 1 6: “As [this is] an incident of little importance, I want something fast, a few steps. It’s just a matter of service to the city, to be a good citizen.”

Conversely, participants would be willing to spend more time for potentially dangerous incidents, as stated below:

P 1 8: “Because for all minor incidents that is OK to be vague. But there is a need to be accurate [in the case of a dangerous incident] even if it takes more time.”

The level of inconvenience is characterized by the troubling nature of the incident either from an organizational point of view or in terms of moral or material values. Inconvenient incident may damage equipment or disturb the peace, as illustrated below:

P 1 6: “The tag generally does not shock me but some content of tags may be disturbing and inappropriate. In this case it should be possible to associate a level of inconvenience to the incident report.”

The level of involvement in the incident: Individuals involved in an incident often want to report it and, in such cases, they would devote more time to make a precise report:

- P 1 5: “Here I can take 2 to 3 minutes to write this kind of incident report. It bothers me much less (as reporting a minor incident). Because it affects me directly.”
- P 1 6: “If the tag is on my house then it is clear that I will make the report with everything necessary. It all depends on how I am personally involved [with the tag].”

Results for Research Question 2 What dimensions of UX are important for reporting an incident with a mobile-phone application?

To investigate which dimensions of UX are important for reporting an incident with a mobile-phone application (RQ2), the transcripts of the two interviews were analyzed following the Grounded Theory Approach classifying users’ statements. The two interviews provided evidence for identifying the following UX dimensions: visual and aesthetic experience, emotion, stimulation, identification, meaning and value, and social relatedness/coexperience. Table III shows how many users mentioned the respective UX dimensions during the interviews and the main findings. This shows the number of participants who provided segments related to the UX dimensions, respectively, during the requirement interviews and during the scenario-based interview. The last column in Table IV shows a synthesis of implications for the user interface design of incident reporting systems. Hereafter, we provide excerpts of participants’ comments that illustrate how these UX dimensions are related to incident reporting systems.

In general, visual and aesthetics experience was considered by participants to be less important than other UX dimensions. Nonetheless, interviews point out two interesting aspects: first, the visual quality of a smart-phone application should be better than the visual quality of websites displayed on a smart phone. The second aspect is related to the quality of the pictures taken with smart phones. People want to provide a good and clear picture of the incident and perceive that aspect as important to establish a trustful relationship with the local government. This aspect creates a link between visual and aesthetic experience and the overall trust on the e-government service, as mentioned by:

P 1 5: “If the photo is good, they [the local administration] will see the problem…”
The interviews identified positive and negative emotions that are related to how people perceive places and their environment (place identity) and to the various levels of the domestic environment (micro/macro level). Emotions were also judged as important to design for, since the application can be a mean to overcome negative experiences, and the reporting of an incident affects users not only in terms of positive emotions (joy), but also influences long-term perceptions (pride). Thus, three sources of emotion have been identified: emotions related to the quality of user environment, negative emotions associated with the occurrence of incidents, and (positive) emotions that can be attributed to the use of the system.

Some participants expressed their pleasure to be in a “high quality” environment; as incident reporting helps to improve the quality of the environment. It also contributes to an overall positive emotional state. For example, some participants think that the application could allow them to experience positive emotions of pride and enthusiasm, especially from having had the opportunity to contribute to the improvement of the environmental quality of the city, as mentioned:

P18: “... I would be very happy to do that [to report of a broken bench]. So the national pride of Toulouse is increased.”

Negative emotions are reported from previous experiences especially if an incident directly involves the user (such as a bad experience with a pothole while riding a bicycle). Negative emotions were also related to the degree of influence participants perceive on ability to influence the macro level of the domestic environment, like the perception of overpopulation due to a large number of new buildings in the area, or the increasing level of noise due to heavy traffic. There are some positive emotions can be attributed to the use of a system, in particular, when the system helps users to overcome a negative experience. For example, participants mentioned that the application could help them overcome the (negative) emotional perception and, eventually rationalize the experience, if they are allowed to express themselves via the incident reporting system. Nevertheless, these emotions can be influenced by the users’ ability to use the application, as quoted below:

P13: “...under the influence of anger, there is a chance that I miss to report the required data and that as a result the reporting [an incident] is not considered. So they [the system] should use a text field to require users to think a little and calm down...”

Negative emotions also result from fear that an incident report might lead to a reprisal. In the example below, P3 was afraid to take a picture of graffiti leading to the identification of its maker who would felt accused by the incident declaration and then decide to take revenge on the declarant.

Interviewer: “So the problem is to take pictures, so if you make a picture you are afraid that there will be a kind of retaliation?”

P3: “Yes, I got this..., this kind of feeling. Yes.”

The next UX dimension explored is stimulation, which refers to the ability to stimulate users to use the application, for example by recommending the use of specific services. Participants often mentioned that if they were allowed to see incident reports provided by other citizens, they would feel stimulated to look for similar problems in their neighborhood, especially if these incidents involve ideas for improving the quality of life in their neighborhood, for example:

• P4: “... I even find it difficult to imagine that [the incident] unless someone talks to me about it. Perhaps the application could prompt us to look at some incidents or perhaps we could see what others have reported and [to incidents that] I am not sensitive to [perceive them]...”
• P7: “Besides going to report your [own] idea, you could ask if there are other ideas [proposed by other]... [that are] close to your home.”

Being able to report incidents with a smart phone can be an incentive to be an active member of the (local) community and, thus, start a relationship with the local administration.

P2: “... Having this application [such as an incident reporting system] may give the consciousness of a kind of mission, of vigilance. So one can say that one would not miss any incident, this may encourage people to go out for a walk, instead of staying at home...”

It is noteworthy that this dimension is also related to the perception of vigilance that can involve the security in the neighborhood, which can be considered beyond the scope of incident reporting systems addressed in this work.

The interviews showed that identification is related to three concepts: the identity and personality of the individual, how people identify themselves with
a place, and the identification with (and attachment to) the smart phone.

Identification is important in all phases of the incident reporting including: people’s identification with a place (place identity) supports the diagnosis of the incident (sensitivity to the types of incidents), people’s willingness to report an incident (personal values, attachment to places), and identification with the means available for reporting incidents (such as identification with the smart phone).

The identification (identity/personality) therefore concerns all personal values of the user. But identification is also related to the user’s interest and ideas, the willingness to act, and to perform citizen duties, for example:

P3: “... Well, maybe my perceptions are a bit unusual compared to others, but I see lots of things to report ... It’s in my nature, I am open, and so I’m reporting back information [to the local authorities]. That’s it”.

Place identity is central to the willingness to report an incident as expressed in:

P14: “Well if it’s a bench on which I used to sit with my family every Saturday afternoon... then yes ... it will make it [the intention to report an incident] stronger. But if I just passed by and I never use it, well I do not even know if I would see that it is broken-find out.”

The level of identification with the smart phone is a positive promoter for incident reporting, for example:

P11: “Usually I cannot forget the appointment with the bulky waste, because I note everything on the agenda of my smart phone that I have always with me.”

The value of the incident reporting is influenced by the perception that users have about the utility of their incident reports. The value of incident reporting systems can be reduced if is misused to denunciate someone or to transfer the work from an administrative agent to citizens. For example:

• P1: “Well, it must be of good citizenship anyway. This is the civic duty, it is not denunciation. And the service must works in this spirit”.

• P16: “Yes then it does not have the exact location of the pothole, but... it is agent’s duties to be careful to locate it [the incident] it in the field. Otherwise I will feel be doing the agents’ job, which completely devaluate the service.”

The dimension of meaning and value is also directly influenced by the perceived efficiency of the local administration/government. If an incident is reported but never solved, participants are told they would be keen to abandon the application, as stated below:

P12: “On this type of incident I would like information from the back-end service. How they tackle the problem? Are they going to fix it? And at least, if they have understood it [the incident report]? Otherwise it will give the impression that it is useless to make reports and then I’ll stop making it.”

In general terms, participants think incident reporting systems as worthy in three situations: (a) to provide reliable evidence of existing incidents; (b) to provide personal identification, as evidence of the individual commitment; and (c) to rely on users reporting the same incident. For example:

• P14: (a) “For this incident I want to take a photo as a proof. In this way they can trust me.”

• P4: (b) “If we do not identify ourselves, everyone will begin to send anything and everything. Because there are always idiots who play around and misuse applications. So the service loses its value if invaded by spam.”

• P17: (c) “I see an interest in knowing that other people reported the incident, like that according the type of incident, I will make an additional incident report to give more importance to the incident, to be sure the incident will be considered by the service.”

What became evident in the interviews is that participants did not perceive the incident report as a part of their duties; but they felt it more like an act of sharing information. It is like a tweet (twitter message) that helps them to get in touch with the local administration.

In this sense, from the perspective of users, we have to consider the m-government service of incident reporting as a special type of social network. This is clear in the example below where a participant identifies the system UBILOOP as that social network:

• P11: “I take a picture of the broken bench. Then I press the “Share” button. In the smartphone a bunch of social networks is shown where I can put the photo. So there I simply diffuse the photo on the community network UBILOOP.”
TABLE IV
THREE SCENARIOS EXTRACTED FROM THE TASK MODELS FOR REPORTING AN INCIDENT

<table>
<thead>
<tr>
<th>Scenario 1: Minimalist report</th>
<th>Scenario 2: Fair report with feedback</th>
<th>Scenario 3: Detailed report with pictures and GPS coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>detect incident</td>
<td>detect incident</td>
<td>detect incident</td>
</tr>
<tr>
<td>recognize an incident</td>
<td>recognize an incident</td>
<td>recognize an incident</td>
</tr>
<tr>
<td>identify who should solve the incident</td>
<td>identify who should solve the incident</td>
<td>identify who should solve the incident</td>
</tr>
<tr>
<td>submit an incident report</td>
<td>submit an incident report</td>
<td>submit an incident report</td>
</tr>
<tr>
<td>describe the incident</td>
<td>describe the incident</td>
<td>describe the incident</td>
</tr>
<tr>
<td>provide textual description</td>
<td>select incident category</td>
<td>select incident category</td>
</tr>
<tr>
<td>locate the incident</td>
<td>rate incident</td>
<td>rate incident</td>
</tr>
<tr>
<td>use landmarks</td>
<td>rate potential danger</td>
<td>rate potential danger</td>
</tr>
<tr>
<td>send report</td>
<td>rate inconvenience</td>
<td>rate inconvenience</td>
</tr>
<tr>
<td></td>
<td>provide a description</td>
<td>provide a description</td>
</tr>
<tr>
<td></td>
<td>provide textual description</td>
<td>provide textual description</td>
</tr>
<tr>
<td></td>
<td>locate the incident</td>
<td>locate the incident</td>
</tr>
<tr>
<td></td>
<td>provide an address</td>
<td>provide personal coordinates</td>
</tr>
<tr>
<td></td>
<td>provide user identification</td>
<td>inform time for the incident</td>
</tr>
<tr>
<td></td>
<td>provide a description</td>
<td>record when the incident is reported</td>
</tr>
<tr>
<td></td>
<td>inform time for the incident</td>
<td>send report</td>
</tr>
<tr>
<td></td>
<td>follow up an incident report</td>
<td></td>
</tr>
<tr>
<td></td>
<td>subscribe for notification</td>
<td></td>
</tr>
</tbody>
</table>

- P13: “I do not care that my report is on track, it’s secondary. I want a human being answer me, so I can make sure he understood my problem and that it will be repaired or not. It should not be something automatic; it has to be people who respond.”

The participants also express the need for sharing information with other citizens. For example:

P11: “I guess this will be more or less a community network. So I would probably not be alone in reporting the incident.”

Results for Research Question 3 What other (contextual) factors are important from a user’s point of view when declaring incidents?

The first dimension explored is communication style, which mainly refers to types of synchronous communication (such as via phone call) versus asynchronous communication (such as a text message). In general, the user preference is directed toward an incident report via asynchronous communication. However, the choice of asynchronous communication is not exclusive; some participants redirect their preferences to asynchronous communication (such as making a phone call) to report a dangerous incident or to prevent one (such as removing bulky or garden waste).

P13: “... for this incident, I would like something synchronous. ... One solution would be that I send a photo with the GPS and that would allow me to exchange directly on the phone with an agent who could see what I mean by looking at the photo with the incident”.

In terms of feedback from the local administration/authorities, participants referred to a notification by email, short text messages (SMS), or a history function within the application, showing which incidents have been reported, and which of these has been successfully removed.

The next dimension explored, diversity of technical platforms, refers to the idiosyncrasies of interaction techniques and the platforms (such as web, Android, or iPhone). Participants referred to the technical possibilities provided by embedded technology into smart phones when describing scenarios, for example:

- P12: “… [for this incident I would use] an audio message rather than text, it would suit me better”;
- P19: “… it is sufficient that I activate a vocal command to the GPS system, then it records my position and makes me a memo to report the incident later when I am not driving the car”;

The use of incident reporting systems and an internet application accessible from home were mentioned several times, for example:

P1: “… on the Internet at home we could see the diversity of types of incidents reported; this could allow me to think of problems I never thought of before.”
Most frequently, participants mentioned an application for the smart phone, to send photos of an incident, to send GPS or Cartesian coordinates, to record noise or record voice messages, to use vocal commands, to write text, annotate an image (drawing tool), to access an electronic calendar, to make a video, to select from an interface that simply provides check boxes and form-fill in or text fields, to send an email, to indicate incidents on an interactive map, or to use a personal information system.

Results for Research Question 4  Which of the UX dimensions and contextual factors is important when in the various phases during an incident declaration?

This subsection provides the responses.

To answer this research question, we first need a general task model that is able to describe all of the subtasks that would be possible and necessary to declare an incident. The following section describes the model-based task analysis that was performed to generate such a general task model.

In this subsection, we present a generic task model for incident reporting systems. For that purpose, we employ a task model notation called Human-Centered Assessment and Modeling to
Support Task Engineering for Resilient Systems (HAMSTERS) [47], which extends model-based approaches, such as CTTE [49], to provide more powerful structuring mechanisms. (See [50] for further details.) The main goal of this model-based task analysis is to describe all possible scenarios, leading users to successfully report an incident to the local administration.

Task models using HAMSTERS are created by identifying the main goal for every user or system activity. Each goal will feature a task in the model that is depicted according to the actors involved in the task execution (such as the user, the system, or both at a time). Complex goals, represented by abstract tasks, are then decomposed in a hierarchy of subtasks. The next step consists in connecting tasks using logical and temporal operators for expressing dependence between task execution (for example, sequence, choice, order independence...). The operators can be used to simulate the execution of tasks; each sequence of execution is then considered a valid scenario to the task model. By using these basic components of the HAMSTER notation shown in Fig. 2, it is possible to create a generic model of user activity with a system.

Task models were created as a generalization of the scenarios previously identified in the study. By analyzing users' scenarios and existing applications, we have found a pattern that encompasses three main tasks: (1) to detect the incident, (2) to submit an incident report, and (3) to follow up on an incident report. Fig. 3 illustrates the hierarchical organization of these tasks using the HAMSTER notation. The operator $\Rightarrow$ indicates that these tasks should be performed in sequence. The execution of the tasks starts with “detect incident,” continues with “submit an incident report,” and finishes with “follow up an incident report.” The task “submit an incident” is set as an iterative (symbol on the left-hand side) to indicate that users might revise reports many times before submitting them. The follow up of an incident report is set as optional (see right-hand side symbol) since not all citizens will be interested in the outcomes of an incident report.

The tasks presented in Fig. 3 are complex so they are depicted by abstract tasks. This model has been in the sequence extended as shown in Fig. 4 to accommodate all of the possible variations according to the identified scenarios. For the task “detect incident,” we found out that it encompasses the subtasks “recognize an incident” and “identify who should solve an incident and decide to report the incident.” The subtask “submit an incident report” encompasses several subtasks for describing an incident report. Generally speaking, the information requested in the identification of the incident includes a description, a location, the time associated with the occurrence of the incident, and the identification of the person reporting the incident. Not all of this information is mandatory for identifying an incident; however, the models indicates that at least the description and the location of the incident should be provided by the user. This means that subtasks “describe an incident” and “locate the incident” are set as mandatory while the subtasks “tell when the incident occurs” and “provide user identification” are described as optional ones. Since the task “submit an incident report” is defined as iterative, all subtasks in this hierarchy can be edited and revised by the user until the subtask “send report is performed.” Users can cancel the submission at any time (which is indicated by the operator disabling: $\Rightarrow$).

Users can describe an incident in several ways: for example, they can inform the incident category (such as a broken lamp or pothole), rate incident severity, or provide a description for it. Alternatives for such descriptions include sending a text, picture or video, and to call a hot line. The operator $| = |$ indicates that these activities can be done in any order.

The location of an incident is mandatory; otherwise, it would be very difficult to put the means in place to fix it. However, according to the context, the location can be informed as an address, a position on a map, a relative reference to a landmark (for example, in front of the Eiffel tower), or precise GPS coordinates.

A report can be completed by adding optional information about the time and the user. In some situations, users are able to report the time for the incident, which implies the user task “tell when the incident occurred” and the system task “record
when the incident is reported”. The subtask “report time for the incident” is optional because it is very likely that incidents occur without any witnesses so that the exact time of an incident is unknown.

Users might be requested to provide personal identification either by identifying themselves or allowing the system to use personal coordinates already known by the system (for example, a cell-phone number). The level of identification of users can vary considerably from a system to another (for example, from anonymous to providing the user’s name, personal address, cell-phone number, and user id). Precise user identification might help the city administration in many ways, for example, to prevent spam and false reporting and to contact the citizen when further information is needed. However, we shall notice that this is a requirement for the administration, not for the users. Indeed, incidents description might remain accurate and valid even if reported anonymously. For all of these reasons, user identification is described as optional.

After submitting a report, some users might want to follow up on an incident report. To allow this, the users should subscribe for notification; otherwise, the current legislation will not authorize the city administration to notify the user directly when the problem will be fixed. It is worth noting that the subscription for notification might also engage users in communication with the city administration. Some users might want to share reports using a social network or just be interested in seeing reports sent by others users. Of course, not all users will follow up on an incident report so closely, so this and all subsequent subtasks are described as optional.

The task model presented in Fig. 4 provides a comprehensive view of tasks related to incident reporting; however, it does not impose any particular design for the system. Indeed, many sequences of tasks performed on that task model lead to different suitable scenarios to reach the same goal. Using the simulator embedded into the HAMSTER editor, it is possible to extract all scenarios supported by a task model. Table IV illustrates only three possible scenarios extracted from the task model for incident reporting.

Scenario 1, presented by Table IV, will require a very minimalist system featuring a few text fields where users can provide textual description; locate the incident using landmarks and a button to send the report. Scenario 2 requires more information from users and, as a consequence, a more complex user interface, as users should select incident category, rate the incident (both danger and inconvenience), provide a textual description of the incident, provide an address, and provide personal coordinates which will ultimately be required when the users ask to subscribe for notification. Scenario 3 will ultimately require a far more complex user interface not only to accommodate the tasks described in scenario 2 but also to integrate tasks, allowing users to provide pictures of the incident and allowing the system to solve GPS coordinates that will be automatically added as part of the incident report.

The task model is considered valid as we can accommodate all of the scenarios identified during interviews and/or supported by the systems assessed in the survey.

Developing a Task Model From the Results The mapping between the task model and existing systems has been shown in Table II.

Based on the association of UX dimensions with tasks via the interpolation of user scenarios, it was possible to extrapolate the results in a single task model as shown in Fig. 5. In order to illustrate how Fig. 5 should be read, let us consider a simple scenario: “A citizen sees a broken bench in a park and then decides to make an incident report. His motivation for reporting is to take actively part in the community. As the incident is of some importance to him, there is a variety of detailed information given in the report, including a photo and geo-localization data. Our citizen also wants that the incident report is also available for other users but he prefers to stay anonymous when using the application”. The task model presented by Fig. 5 supports this scenario. It is worth noting that this model has been decorated with rectangles that represent different UX dimensions (such as [AX] for visual experience, [ID] for identification). These decorations aim at highlighting where, during the task executions, UX dimensions were found to be important by interviewing participants. The importance is derived from the frequency of UX dimensions in the user’s scenarios as shown in Table III. In order to illustrate how the task model presented by Fig. 5 should be read, we provide hereafter an extended scenario including UX dimensions:

“I am passing by at this park every Sunday and this bench has not been repaired for weeks [ID]. It is time now to report that, so it will get fixed. It is not really a problem or unsafe, but the bench is simply not usable in the current
state [MV]. [:detect/recognize the incident:]. It seems important now to make sure that the appropriate person is informed about that bench [CX]. I think I should use the application to report the incident, because I want to be a good citizen [ID]. I think it is a good idea to send them a photo so they can see that the bench is really broken and that the wood has to be replaced. And when they see the photo they see that it is really there and so they will not need my contact information to have a proof that the broken bench really exists. [MV] [:describe the incident:]. (and so on)."

This example shows how user tasks are interrelated to the UX dimensions. The various UX dimensions
do apply to the subtasks to a varying degree. We just refer to the most important UX dimensions in the diagram. There is one subtask that is not related to any UX dimension because it is optional and it is considered as an automatic task (by the system), such as [·: inform time for the incident:]. All UX dimensions have been associated with the subtasks. It is interesting to notice that some tasks (such as [provide a picture/video]) can be influenced by more than one UX dimension (such as visual experience and aesthetic, and social relatedness/coexperience) while other tasks can be considered neutral with respect to UX dimensions; which means that, even if necessary for the system, these tasks do not raise any particular UX. One possible implication for this association is that if designers want to reinforce or create a specific UX dimension, they might work on the tasks that might have an impact on users.

Table III provides a summary of the results collected by combining task models and interviews. Since our main focus was to analyze UX dimensions, the other segments of the corpus are not included in the table. The fourth column shows the total number of segments (in both interviews). About 45% of the interviews corpus talks about the overall UX dimensions (506 segments/1125). The fifth column shows the mapping of UX dimensions and user tasks.

It is interesting to notice that the UX dimensions identification (29.6%), mean and value (21.7%), and social relatedness/coexperience (26.7%) were frequent in all interviews. Except for emotions and stimulation, we could not find any difference between the numbers of participants reporting segments allowing the identification of UX dimensions. In the case of emotions, it was referred by all participants of the requirement interviews, while only 2/3 (N = 6 out 9) of participants of the scenario-based interview mention this dimension. The case of stimulation is more contrasting as only two participants mention this dimension during the scenario-based interview while all participants mention it during the requirement interview. This difference can be explained by the counting method since we only consider new scenarios provided by the participants themselves; the fact that the scenario-based interview prompted participants to focus on specific scenarios might have prevented them to talk spontaneously about new scenarios.

**Conclusions, Limitations, and Suggestions for Future Research**

This section concludes this paper. It aims at summarizing the main conclusions of our study, identifies its limitations, and discusses the implications for future research.

**Conclusions** This paper provided two main kinds of contributions that are worth discussing: the first one refers to the knowledge that can be obtained in terms of UX dimensions affecting self-services for reporting incidents; the second refers to the methodological aspects involving the triangulation of methods, which might provide some insight into associate UX dimensions and user interface design. Hereafter, we present our conclusions followed by limitations and future research.

A significant result from the present study is to point out the effect of UX dimensions in the task engaged by users. The semidirected requirement interviews showed several social implications for the task of reporting incidents in an urban context. These social implications can be translated by several UX dimensions, such as emotions (that motivate users to report an incident), user identification (tells which particular incidents users are willing to spend some time for writing a report), and visual experience (how aesthetics affect user perception of the system) that might influence the act of reporting an incident. However, the results show that the importance of UX dimensions is not equally distributed along the several subtasks that citizens engage in when reporting incidents. By using a model-based task analysis, it was possible to remove ambiguities present in the discourse of participants and then to formalize users’ requirements. Moreover, model-based task analysis provided an accurate description of user tasks. As described in [47] and [50], tasks models not only improve the understanding of user tasks but they also can be used to assess whether an incident reporting system was effectively implemented to support the specified set of user tasks.

The second element for discussion is on the choice of methods. To identify UX dimensions that are important in the area of incident reporting, a triangulated method approach was chosen by combining a model-based task analysis, a survey of existing systems, and a set of requirement interviews. Model-based task analysis was chosen to provide a common ground for comparing incident reporting systems worldwide. The task model was also demonstrated as useful to anchor the findings expressed by users during semidirected
requirement interviews in terms of: users’ scenarios that correspond to the general task model, and UX dimensions that are always reported in connection with tasks. Task models were thus used as a kind of “lingua franca,” enabling us to identify a set of UX dimensions and their relation to (sub) tasks of incident reporting.

By combining these methods, it was possible to provide a clear representation of the tasks and to point out the lack of support for existing applications. This aspect of the present research will certainly help designers understand which tasks are worthy of more attention in order to produce the expected UX result. Conversely, designers can focus on specific UX dimensions and look up the tasks that users are more likely to perceive as desired effects. It is worth noting that instead of using a specific application, we investigate a generic tasks model from which several scenarios could be extracted and then analyzed. This step is extremely important for the future development of new incident reporting systems. We suggest that an approach for task analysis is extremely helpful to cover all design options to achieve a given goal.

The knowledge-obtained user requirements from incident reporting systems can be directly employed in the design of future applications. On one hand, this can be read as a set of recommendations for designing incident reporting systems. (See Table III.) On the other hand, this work has identified how UX dimensions affect tasks for incident reporting systems. So if governmental agencies want to provide high-quality incident reporting systems, they should concentrate their efforts on the design of applications that communicate positive UX dimensions. However, further investigation is necessary to determine whether (or not) users’ perception of UX dimensions can influence the design of such systems in other countries.

As far as the use of methods is concerned, the proposed triangulation of methods might provide new insights for interpreting results related to overall UX and how to plot them into tasks models, which are aimed to support design activities. The mapping among methods was possible because it is easy to identify the concept of tasks in scenarios reported by users and to identify tasks behind the functions provided by existing systems. Despite this being a first attempt, we assume that approach can be reused in other studies related to UX and user interface design.

The investigation of incident reporting systems in the e-government domain is quite new. Despite the fact that many applications exist, we could not find any detailed analysis about the user tasks for declaring incidents. The lack of detailed analysis of user tasks can explain, at least partly, problems such as late adoption and definite rejection of applications. The discussion presented on UX presented in this paper might be considered useful for pointing out where to look at for overall user experience with e/m-government applications. We expect that these results could contribute to further research in the field and contribute to build a more general understanding about how UX dimensions affect users of e/m-government applications.

**Limitations** Our results are based on the citizens’ point of view and, thus, only provide insights on UX dimensions that users felt were important. Indeed, the study does not taken into account the point of view of stakeholders who might have different criteria for assessing the importance of tasks. Another limitation is that the study was held in early phases of the development process. The UX dimensions identified are thus associated with requirements that are derived from citizens’ expectations and previous experiences, as reported during the interviews. An additional investigation should be conducted to establish a correlation between UX dimensions identified in early phases of the development process and those dimensions that can be observed after system deployment and usage of applications. Another limitation to the interpretation of UX dimensions is from the transcripts of the interviews. Indeed, the coding of UX dimensions was based on expert reviews that are aimed to interpret the findings according to a predefined set of dimensions. Nevertheless, two measures have been taken to reduce the impact of subjectivity of interpretations: first of all, clear definitions of UX dimensions were defined before starting the coding, thus providing a scope for interpreting the segments; then, the coding was revised by independent experts, who conducted cross-checking, so that the coding provided makes sense.

Some of the results might provide insights about how users perceive their environment, their willingness to report incidents to authorities, and how UX dimensions are related to user tasks, which might influence the design of tools for improving the communications with administration. However, the interpretation of results is limited to the context of e/m-government applications. Moreover, it is limited by the cultural context in France where the
study was run. It is noteworthy that even if the identification of UX dimensions is valid for incident reporting system, in general, the detailed results are very specific to the e-government domain since we have to focus on citizens and the quality of their environment. Further studies will be required to investigate whether the results might remain valid for other kinds of applications.

Suggestions for Future Research Further studies will be required to take into account requirements raised by administrative agencies and deputies. Our next steps within the project thus include:

- The design and implementation of incident reporting system for mobile phones. Currently, we are designing an application based on a user-centered design approach that integrates the UX dimensions identified in this paper. Our aim is to deploy our application in several mobile platforms so that we can pursue our research toward the investigation of how specific features of mobile platform might affect the UX of systems for reporting incidents.
- A user testing experiment with end users is going to organize to assess the usability and the UX of the prototypes. Our main goal is to compare the results of actual use of running prototypes with the UX dimensions identified in the interviews.
- The availability of these prototypes also opens the perspective for establishing longitudinal studies on the evolution of the UX. After having tested the initial prototypes and having fixed the major usability and UX flaws that might be introduced during the development process, we aim to deploy the applications to a larger population to collect data about their experiences with the systems. Such a strategy allows the comparison of UX dimensions expressed as user requirements (the present study), user experience in the initial use, and user experience over 6 months using the system.

The Ubiloop project has focused on incident reporting in an urban context of use. However, as discussed in the introduction of this paper, incident reporting systems are relevant to a broader range of application domains. Despite the fact that we focus on incident reporting as an e-government service, some of our results can also be extended (in particular, when looking at geolocalization and temporal issues) to other domains, such as air-traffic management and health. Over the long term, we would like to investigate in which extension the UX dimensions identified in the present study remain relevant if the application domain changes. The investigation of influences of the domain can be held because the overall tasks remain the same. This issue is beyond of the scope defined for the Ubiloop project but the tasks and the inner context can provide an initial framework to address such scientific questions.
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ABSTRACT
This paper offers a contribution for engineering interaction techniques by proposing a model-based approach for supporting usability evaluation. This approach combines different techniques including formal analysis of models, simulation and, in particular, analysis of log data in a model-based environment. This approach is integrated in a process and is supported by a model-based CASE tool for modeling, simulation and evaluation of interactive systems. A case study illustrates the approach and operation of the tool. The results demonstrate that the log data at model level can be used not only to identify usability problems but also to identify where to operate changes to these models in order to fix usability problems. Finally we show how the analysis of log data allows the designer to easily shape up the interaction technique (as the results of log analysis are presented at the same abstraction level of models). Such an approach offers an alternative to user testing that are very difficult to configure and to interpret especially when advanced interaction techniques are concerned.
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INTRODUCTION
The development of interaction techniques to improve users’ performance and satisfaction whilst using an interactive system has been a keystone for the research in the Human Computer Interaction field. Since the seminal work of Fitts [14] many refinements of the Fitts’ law have been proposed to predict the difficulty for performing interactive tasks on a system, such as McKenzie extending Fitts’ law for two-dimensional task [25] or the steering law from Accot & Zhai for constrained movement in trajectory-based tasks [1]. These laws can be applied at design time, indeed, to fine-tune the graphical representation of objects (such as size and shape) or to promote the development of new interaction techniques (e.g. multiple click, Drag and Drop…). In this context, innovation quite often occurs by extending existing interaction techniques. For example, Direct Manipulation enhanced interaction techniques such as Drag and Pop and Drag and Pick from Baudisch et al. [7] extend the Drag and Drop interaction technique by moving closer the possible reactive icons as soon as a drag event is produced. Boomerang of Kobayashi and Igarashi [20] proposes another extension to Drag and Drop interaction by defining mechanisms to suspend and resume a Drag and Drop interaction (after an interruption has occurred for instance). Another extension to standard interaction techniques is the work called “semantic pointing” of Blanch et al. [9] which proposes an adaptation of the control-display ratio based on the interactivity of the object below the mouse cursor. Other extensions have also been proposed taking into account nonstandard input and output devices such MAGIC pointing (which stands for Manual and Gaze Input Cascaded) [36] or Collomb & Hascoët [12] who adapt interaction technique such as Drag and Pop or propose new ones as Drag and Throw and Push and Throw [16] on wall-size display.

When proposing such enhanced interaction techniques, researchers typically build a prototype implementing it and then proceed to comparative assessments of the interaction technique with respect to existing ones. Prototypes are then assessments by the mean of user testing. Any necessary adjustment to improve performance or to fix usability problems are eventually done directly on the prototype. This design process raises the following main issues:

1. **Definition of the precise behavior of the interaction technique**: usually the interaction technique is only described in an informal way using text, screen captures or video (see Drag and Pop page [20]). Such informal descriptions leave a lot of information underspecified such as, for instance in the case of Drag and Pop, the size of the icons, the distance between the reactive icons and the one currently selected, … With more conventional interaction technique (such as Drag and Drop) the same issues remain leaving critical information not precisely defined.
2. **Ensuring the correctness of the interaction technique**: interaction technique testing is usually performed in an informal way by means of a sequence of tests. As the behavior of the interaction technique depends on the state of the interactive system and the behavior of the user, tests coverage remains very limited providing no mean to ensure that it will be robust and not fail [35]. Such concerns is well known in the field of interactive systems engineering and one of the only ways to address that problem is by using verification techniques on a formal model.

3. **Tuning the interaction technique to get optimal performance**: one clear example of fine-tuning mean for interaction techniques is the acceleration of the mouse cursor according to the speed movement of the mouse on the table. An efficient acceleration improves significantly selection time but usually remains hidden from the interaction technique description [18]. Each time a new interaction technique is defined, identification of the tunable element and how they have to be tuned are critical. Without an abstract and precise description of the interaction technique, such tuning is made at the code level on objects that are necessarily at a much lower level than the ones describing the interaction technique.

4. **Recording information during the usability tests**: when testing interaction techniques it is very difficult to record pertinent information which is usually at a low level of abstraction i.e. mostly at the level of user interface events [24]. Indeed, most of these events are directly produced by the input devices and thus makes it impossible to understand what happens when several input devices are used in a multimodal way as in a combined click on a bimanual interaction technique.

5. **Interpreting usability tests**: results to improve (both tuning and modification) the interaction technique from usability tests are difficult to interpret as these results usually remain at the event level and thus again are far away from the interaction technique states and behavior. Decisions for improvements are thus hard to make and implementations cumbersome and error prone thus leading to more usability tests than what would have been needed to define and tune the interaction technique.

6. **Reusing and refining interaction techniques**: makes it possible for other researchers and/or companies to reuse what has been proposed and potentially improve it. Building on previous works and knowledge developed in the field is a complex task and requires special means to promote it.

7. **Comparative assessment of interaction techniques**: if only final implementation is available; it is very difficult to determine which usability problems come from the design or from miscoding the interaction technique. Moreover, comparative assessment will require the execution of the same scenarios with all interaction technique being compared. For example, if interruption-tolerant systems are a concern, interruptible scenarios should occur with the same frequency and duration in all user testing sessions.

In order to address these problems, this paper proposes a model-based approach to support parts of the engineering process of interaction techniques. Next section introduces our approach that investigates several techniques including formal analysis of models, simulation and analysis of log data in a model-based environment. In particular we demonstrate how model-based approaches can facilitate the tasks of usability evaluation involving users. The subsequent section illustrates the approach with a case study for the modeling and evaluation a multimodal interaction techniques using two mice in a configuration similar to that embedded into the next generation of aircraft cockpits. Then, we discuss of the advantages and limitations of our approach in particularly with respect to previous works in the field.

**APPROACH**

The approach proposed in the section is based on models that are used as an input for a series of steps aiming to assess the specification of the interaction technique prior to usability testing with users.

**Basic assumptions about the approach**

The approach relies on the following assumptions:

- **Use of formal description technique**: the formalism used for describing interaction techniques has a strong impact on the kind of assessments that can be performed [29]. As we shall see, the precise assessment and fine-tuning of interaction techniques requires a complete and unambiguous description of the states of the interaction technique can be in as well as the events triggering state changes and the occurrence of fusion/fission of events.

- **Models must support prototyping**: this means that models run synchronously with user interface prototypes. Model execution is also a main requirement for checking usability properties such as liveness [19]. Moreover, models should be co-executable (i.e. changes in one model trigger changes in all related models in the framework) with any other models or software components use to build the system. Models execution will ensure that system models can be used as a prototype of the expected final application, which means that the prototype behaves exactly as modeled. This requirement implies the prototype is driven by the execution of models and for that there is an appropriate tool support.

- **Evolvability of models**: the approach aims at supporting the fine-tuning of the interaction techniques, which means that models should evolve according to the design of interaction technique until the expected performance fir the system has been reached.
Appropriate models and formalism are essential, but these are just part of the solution. On one hand, we need models to provide developers with a precise description of the system behavior. Based on that, designers can build the system as planned and evaluators can decide which are the most suitable and interesting scenarios to test with users (given that it will be extremely expensive to test all possible scenarios with users only). On the other hand, there must be a bridge between the specifications and the actual application offered to the users. As shown later, the results of user testing are directly associated to models instead of the implementation. This is made possible because models and executable prototypes remain consistent and compatible during the implementation phase. For that reason, the approach is heavily dependent of the fact that the formalism is executable and on the tool support which executes them.

So far only ICO [26] and Petshop [4] could support all the aspects described above. The ICO formalism has been demonstrated efficient for describing several techniques including 3D [27] and multimodal [22][30]. ICO models are executable and fully supported by the CASE tool PetShop which has been shown effective for prototyping interactive techniques [28].

Our approach employs methods such as formal analysis to ensure some basic system properties demonstrating the reliability of the interaction technique. It also integrates formal modeling and user testing by exploiting model-based log data. The use of model-based log analysis is very different from “classical” log as in [17] where the information collected is directly related to user’s actions on the interface using the input devices (e.g. clicks, move …) thus far away from higher abstraction elements such as models or code.

The approach in a Nutshell

The general iterative approach for the assessment of interaction techniques is illustrated by Figure 1 (only colored parts are addressed by this paper). It is assumed that early steps such as requirements analysis, design and low-fidelity prototyping have been already carried out previously so that, the process starts by modeling activities. Different models must be provided including: task models (for describing user tasks), behavioral models (using the ICO description technique for describing both the general behavior of the interaction technique and the treatment of low level events from input devices). From task models we extract test scenarios that are used as input both for the execution and the usability evaluation of the prototype (based on the execution of the ICO models). The prototype then follows a usability evaluation plan based on user testing, which produces logs data that can be classical logs such as video, questionnaires… as well as model-based logs (that are related to the ICO models). These logs thus support the assessment of the models of the interaction technique, and allow iterating while performance of these techniques does not meet the corresponding requirements.

This is represented on Figure 1 by the box decision with its output towards Interaction Technique OK or towards System and Task modeling if there is still a need for tunings). The main idea is that usability problems discovered with the usability test can now point out these problems on the system models themselves, making it easier for designer both to locate where changes have to be made and additionally how to make them.

![Figure 1. Development process for engineering interaction techniques.](image-url)
the ICO formalism to several techniques including 3D [27] and multimodal [30] interaction techniques. The interested reader can find in [26] a detailed description of the formalism. Iterative prototyping of applications using the ICO formalism have also been fully described in previous work (see [28]) with the help of the tool support PetShop [5]. The rest of the paper details the different steps of the approach. Particular importance is given to model-based evaluation methods which include formal analysis, simulation, performance analysis, and log data analysis provided by user testing. These evaluation techniques are better described along the case study which is presented in the next section.

CASE STUDY
The objective of the case study is to present the various phases of the approach on a simple but realistic application which reproduces a classic desktop environment as shown by Figure 2. In this application a set of icons are presented in a window on a grid. The icons can be moved to different locations and deleted once they reach the trash bin icon. The user’s goal is to remove all the icons on the user interface.

Several interaction techniques could support this goal. However, to illustrate our approach we have investigated an interaction technique based on a multimodal click using two mice. To remove an icon from the desktop using the multimodal click a user must click on the icon and then on the trash bin. It can also be performed by two users. Indeed, the multimodal click is implemented in modern civil aircraft cockpits to allow the interaction of pilot and copilot.

Formal specification
Figure 3 and Figure 4 present the ICO models that specify the behavior of the multimodal click interaction technique. The Interactive Cooperative Objects (ICO) formalism is a formal description technique designed to the specification, modeling and implementation of interactive systems. It uses concepts borrowed from the object-oriented approach to describe the structural or static aspects of systems, and uses high-level Petri nets to describe their dynamics or behavioral aspects. In addition to these, specific components of the ICO formalism deal with presentation [6] and with command aspects of the interactive systems.

Figure 3 describes the behavior at the dialog level while Figure 4 describes the behavior of the associated mouse transducer. It is interesting to notice that the behavior of the interactive system there is a single model for two mice. In fact, both mice behave exactly the same. At Figure 3 the place Frame contains a token that is the reference to the presentation frame which is the user interface of the case study. Place Trash contains a token that is the reference to the trash element of the application. Each time a combined click (simultaneous click on both mice) is performed, an event combinedClick is received and it fires the combinedClick transition: the reference to the icon the target pointer of first mouse is on is stored in obj1 and the reference to the icon the target pointer of second mouse is on is stored in obj2.

Once this transition is fired and consumed, a token is deposited in place testIcon. From this place, one transition only can be fired at a time; it will depend on which condition is fulfilled. If the target pointer of the first mouse is on a file icon (obj1 is an instance of the Icon class) and that the target pointer of the second mouse is on the trash icon (obj2 is equal to trash) or conversely, the transition fileIconAndTrashSelected will be fired and the file icon will be deleted. In all other cases, the transition fileIconAndTrashNotSelected will be fired, but no action will be triggered. In both cases, the token that is present in place testIcon will be consumed.

Figure 3. ICO model combined click specifying the interaction technique multimodal click.
Figure 4 specifies the behavior of the physical interaction between the user and the system. This transducer takes mouse low level events as inputs such as `mouseMove` or `mousePress` and triggers them as higher level events such as `combinedClick` that will be handled by the interaction technique part (Figure 3). Place `currentXY` contains a token that keeps track of the mice target pointers’ coordinates. For readability purpose, this place has been demultiplied into virtual places (functionality of the Petshop tool), which are clones of the initial one and are several views of this single place. It avoids overcrowding the figure. Each time a `mouseMove` event is caught (mouseMove_t1, mouseMove_t2, mouseMove_t3, mouseMove_t4, mouseMove_t5), the current coordinates are updated with the \((x, y)\) deltas that have been done by the target pointers. In the initial state (2 tokens in place `Idle`, one for each mouse), the `mousePress_t1` and `mouseMove_t5` transitions are fireable (users can move or press their mouse). Once a `mousePress` event is caught, the `mousePress_t1` transition is fired and the corresponding mouse token is put into the place `Down`. If a `mouseRelease` event occurs, the transition `mouseRelease_t1` transition will be fired and a timer armed in case of a future double click. The token is put into the `OneClick` place. If a `mouseMove` event occurs, the `mouseMove_t4` transition will be fired. If the timer previously set expires, the transition `timerExpired_t2` will be fired. In both cases, the timer is stopped, a `mouseClick` event is triggered and the token put into the place `CombClick`.

- If all the previously described sequence of events happens for both mice, two tokens are in the `CombClick` place, and the transition `fusionClick` can be fired. It can be fired only in this case because the weight of the corresponding arc is 2. This `fusionClick` transition, when fired, triggers a `combinedClick` event (which will be caught by the interaction technique model, Figure 3) and then deposits the 2 tokens back to the place `Idle`.

- In other cases for the place `CombClick`, if one token arrives in and that no other token arrives in within 200 milliseconds, the `click` transition will be fired and the token will go back to the place `Idle`.

The same principle is applied for the combined double click, which is not detailed here as not used in our case study.

**Implementation in the PetShop environment**

The described models are then connected to the user interface application software by means of activation functions and rendering functions. The activation function associates each event from the presentation part with the event handler to be triggered and the associated rendering method for representing the activation or the deactivation. For example in Figure 3, when a “combinedClick” event is received, the corresponding event handler which is the transition `combinedClick` is activated and a corresponding service (software in the transition’s body) is executed.

The rendering function maintains the consistency between the internal state of the system (place, events) and its external appearance (UI rendering methods) by reflecting system states changes. When a token enters in one place, corresponding rendering events are going to be triggered. In this case study, there is currently no one, but we could for example add a rendering event associated to the place `testIcon` in Figure 3 that would make the mouse pointers blinking before entering into the appropriate transition.
Formal Analysis

Thanks to the CASE tool Petshop, it is possible to verify properties of the ICO model. Figure 5a and Figure 5b represent the invariant analysis of an ICO models presented in Figure 3 and Figure 4, respectively.

a) Analysis ICO model combinedClick (see Figure 3).

b) Analysis for ICO model transducer (see Figure 4)

Figure 5. Invariant Analysis.

The PInvariants sub trees in Figure 5a gather place invariants for the models. We can verify that places Trash, Frame and CurrentXY will always contain a token. This means that whatever state the model is in, and whatever events are produced, these places will never lose their resources. The TInvariants sub trees gather transition invariants for the models. This set of transition invariants for this interaction technique demonstrates liveness of the transitions handling the mouse events. For example, we can ensure that the user will always be able to move the pointing device from a position to another as the mouseMove_t2 and mouseMove_t5 are part of the invariants. According to the result of the analysis process, it can be decided to modify the model. For example, we can decide that the trash bin could not accept more than a certain number of icons. In [29] the interested reader can find a detailed explanation on how to perform such verification in the field of interactive systems.

Models simulation

Thanks to the PetShop environment [4], ICO models can be executed and simulated. This means that events produced by the users while interacting with the input devices will be received by the models that will evolve accordingly. So that the model drives the execution of the interactive systems and that (at the same time) user’s actions trigger evolution on the model. Simulation and model-based checking of system specifications have been used to predict usability problems such as unreachable states of the systems or conflicting on events required for fusion. In [8] we provide a more complete account on scenario-based simulations.

Performance analysis

Performance analysis can be done in different ways accordingly to the information provided by models. For example, according to Fitts’ law this size of the reactive icon is one of the parameter used for computing the difficulty index of the activity. Variation on this size will thus have an impact on the performance (time to select the Trash) but also the number of errors (an error would consist of moving the icon to be deleted on top of the icon of the Trash and then moving outside). Given that models can provide information such as target screen size, size of icons, etc, predictive information based on Fitt’s law can be applied. Interruptions models can also combined with dialog models to assess the system tolerance and performance under different frequencies and duration of interruptions as presented in [31, 33]. If the values provided by the interaction technique are inside the range of values expected for performance, then we can proceed with the step of usability testing with users.

Log analysis of user testing

User testing is a very well-known evaluation technique based on the observation of users performing tasks with a system. It can be used to assess the usability evaluation of interactive systems with respect to its effectiveness (i.e. users can perform their tasks), efficiency (i.e. tasks can be performed without any unnecessary delay) and user satisfaction. Whilst user satisfaction is measured with specific questionnaires and interviews, efficiency and effectiveness are assessed through the execution of controlled tasks. Users can be extremely fast so that it is often difficult to observe all events raised by them. The protocol for conducting user testing is out of the scope of this paper. Our goal is just to demonstrate how user actions during usability testing can be collected and traced back to models. For that purpose, the Petshop tool was enriched with a log tool for assisting evaluators by recording user interactions into a log file. As models are connected to the prototype it is possible to play user interactions directly on models as they were recorded into log files.

In Petshop, each basic Petri net event like transition firing token movements (token added to a place, token removed from a place) is recorded in a single row. Only one log file is generated even if more than one model is involved. Log data are stored in XML files that can be transformed and exported to spreadsheet tools for statistically analysis. Log files are structured as follows: the first field represents the name of the model concerned by records. The second field corresponds to the type of the Petri net node (i.e. place or transition). The third field corresponds to the given node name. The forth field represents the action performed associated to a node; for a transition it can be fire a transition whilst for a place the
actions are related to the token movement such as tokenAdded or tokenRemoved. The fifth field represents the time elapsed from the start of the application in milliseconds. The last two fields (named data 1 and data 2) represent additional data related to the node type. For a place the field data 1 would represent the number of tokens added or removed at the same time, the field data 2 would point out to the objects embed by the token. For a transition, the field data 2 is only used to note the substitutions used for firing a transition.

We have asked a user to delete as fast as possible all icons on our desktop applications using the multimodal click. The execution of this task generated a huge series of events triggered on the Petshop environment (more than 4000 lines). Due to space reasons, Figure 6 presents a short excerpt of that user testing session. This excerpt will be used hereafter to illustrate different usability problems found with the interaction technique multimodal click.

It is noteworthy that the model-based log (presented in Figure 6) records all the change which occurs in the model described by Figure 3 and Figure 4 during the prototype executing; this include firing of each transitions, removal and addition of a token in a place (with the complete print of all the values describing the content of the tokens). It is possible to know which model is in charge of the event by looking at the field class.

Two transitions are important to handle the correctness of the interaction technique multimodal click. If the transition fileIconAndTrashSelected is fired it means that the user complete the deletion of an icon using the interaction technique. If the transition fileIconAndTrashNotSelected is fired the user failed to delete the icon but manage to do a proper multimodal click. The Figure 6 presents three successful combined clicks (lines 1425-1428, 1435-1438, 2897-2900) and one miss (lines 1699-1702).

In our scenario, the user completes his task after he has removed all icons. We can then calculate the time for completion of the task and the number of missed combined click by hands or with spreadsheet formulas. At this point, log data help to count the number of successful and failed tasks as well as the user performance. However, log data are also useful to understand complex sequences of events that may have led to unexpected user fails whilst trying to delete an icon. For that purpose we should take a look on the events recorded at the transducer level.

<table>
<thead>
<tr>
<th>class</th>
<th>type</th>
<th>name</th>
<th>action</th>
<th>time</th>
<th>data 1</th>
<th>data 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>605</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>mousePress_0_t1</td>
<td>fire</td>
<td>8000</td>
<td>1*[evt:mid&gt;&gt;]1]</td>
</tr>
<tr>
<td>609</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>mouseRelease_0_t1</td>
<td>fire</td>
<td>9600</td>
<td>1*[evt:mid&gt;&gt;]1]</td>
</tr>
<tr>
<td>613</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>timerExpired</td>
<td>fire</td>
<td>10500</td>
<td>1*[evt:mid&gt;&gt;]1]</td>
</tr>
<tr>
<td>617</td>
<td>mouse_transducer</td>
<td>transition click</td>
<td></td>
<td>fire</td>
<td>10700</td>
<td>1*[evt:mid&gt;&gt;]1]</td>
</tr>
<tr>
<td>650</td>
<td>mouse_transducer</td>
<td>transition click</td>
<td></td>
<td>fire</td>
<td>10950</td>
<td>1*[evt:mid&gt;&gt;]2]</td>
</tr>
<tr>
<td>752</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>mousePress_0_t1</td>
<td>fire</td>
<td>12000</td>
<td>1*[evt:mid&gt;&gt;]1]</td>
</tr>
<tr>
<td>758</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>mousePress_0_t1</td>
<td>fire</td>
<td>12010</td>
<td>1*[evt:mid&gt;&gt;]2]</td>
</tr>
<tr>
<td>761</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>mouseRelease_0_t1</td>
<td>fire</td>
<td>12020</td>
<td>1*[evt:mid&gt;&gt;]2]</td>
</tr>
<tr>
<td>774</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>timerExpired</td>
<td>fire</td>
<td>12220</td>
<td>1*[evt:mid&gt;&gt;]2]</td>
</tr>
<tr>
<td>781</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>click</td>
<td>fire</td>
<td>12420</td>
<td>1*[evt:mid&gt;&gt;]2]</td>
</tr>
<tr>
<td>794</td>
<td>mouse_transducer</td>
<td>transition</td>
<td>mouseRelease_0_t1</td>
<td>fire</td>
<td>13010</td>
<td>1*[evt:mid&gt;&gt;]1]</td>
</tr>
<tr>
<td>1425</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>combinedClick</td>
<td>fire</td>
<td>20300</td>
<td>1*[evt:icon&gt;&gt;]1]</td>
</tr>
<tr>
<td>1426</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>testicon</td>
<td>tokenAdded</td>
<td>20300</td>
<td>1 iconTrash</td>
</tr>
<tr>
<td>1427</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>frame</td>
<td>tokenRemoved</td>
<td>20300</td>
<td>1 iconTrash</td>
</tr>
<tr>
<td>1428</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>fileIconAndTrashSelected</td>
<td>fire</td>
<td>20300</td>
<td>1*[icon2Trash]</td>
</tr>
<tr>
<td>1435</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>combinedClick</td>
<td>fire</td>
<td>22100</td>
<td>1*[evt:icon&gt;&gt;]1]</td>
</tr>
<tr>
<td>1436</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>testicon</td>
<td>tokenAdded</td>
<td>22100</td>
<td>1 iconTrash</td>
</tr>
<tr>
<td>1437</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>frame</td>
<td>tokenRemoved</td>
<td>22100</td>
<td>1 iconTrash</td>
</tr>
<tr>
<td>1438</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>fileIconAndTrashSelected</td>
<td>fire</td>
<td>22100</td>
<td>1*[icon1Trash]</td>
</tr>
<tr>
<td>1699</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>combinedClick</td>
<td>fire</td>
<td>23450</td>
<td>1*[evt:icon&gt;&gt;]1]</td>
</tr>
<tr>
<td>1700</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>testicon</td>
<td>tokenAdded</td>
<td>23450</td>
<td>1 nullTrash</td>
</tr>
<tr>
<td>1701</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>frame</td>
<td>tokenRemoved</td>
<td>23450</td>
<td>1 nullTrash</td>
</tr>
<tr>
<td>1702</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>fileIconAndTrashNotSelected</td>
<td>fire</td>
<td>23450</td>
<td>1*[nullTrash]</td>
</tr>
<tr>
<td>2897</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>combinedClick</td>
<td>fire</td>
<td>40340</td>
<td>1*[evt:icon&gt;&gt;]1]</td>
</tr>
<tr>
<td>2898</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>testicon</td>
<td>tokenAdded</td>
<td>40340</td>
<td>1 iconTrash</td>
</tr>
<tr>
<td>2899</td>
<td>CombinedClick_Delete_File</td>
<td>place</td>
<td>frame</td>
<td>tokenRemoved</td>
<td>40340</td>
<td>1 iconTrash</td>
</tr>
<tr>
<td>2900</td>
<td>CombinedClick_Delete_File</td>
<td>transition</td>
<td>fileIconAndTrashSelected</td>
<td>fire</td>
<td>40340</td>
<td>1*[icon6Trash]</td>
</tr>
</tbody>
</table>

Figure 6. Excerpt of a Model-based log provided by PetShop.
In the model mouse_transducer (see Figure 4) the transition click is fired only when the two clicks are not combined. The substitution contains the ID of a mouse. According to the log the delay between click on mouse 1 (line 617) and click on mouse 2 (line 640) is 250ms. In fact, one of the main assumptions about this interaction technique is that a combined click is counted only if the user clicks on the two mice in an interval of less than 200ms. This makes possible to count number of failed combined click. Based on such as information, the evaluator can decide the means delay of failure for combined click and propose a better value for the trigger.

From the log data produce by our user whilst trying to perform his task, we could extract fine-grained information such as the time between the pressing the first mouse’s button with the cursor on an and second mouse click on the trash bin. This time give us the total time for complete a task. The sequence of events described by the lines 752, 758, 761, 774, 781 and 794 are particularly revealing of a usability problem that would be very difficult to found without a model-based log environment. Indeed, it shows that the user failed a combined click when s/he pressed the two mice at the same time but forgot to release the button of first mouse (see mid at column date 2 in Figure 6) leading to a click after 200ms trigger on the second mouse.

**Evolvability of Models**

According to the performance evaluation obtained with the log analysis, some fine tuning can be applied in the model to increase the performance of the interaction technique. This fine tuning can either be done during or before the simulation as in PetShop models can be modified while executed. The data collected during assessment steps, and in particular log data, can then be exploited to assess the performance of the interaction technique. If the performance does not fit the expectations, the log data can be used as input to modify or tune the model that will be simulated again.

As we have seen in our case study, the time of 200ms between two clicks with the two mice was too short in at least one situation. If this scenario is confirmed with more users, it would be reasonable to change the values used in the time interval. Such modification or fine-tuning of the interaction technique is made much easier as the information in the log is already related to the structure of the model.

The parameter used within the case study (time between two clicks) is just an example of what is possible to do, but the approach is generic enough to support the analysis of any parameter while the models explicitly highlight such parameters.

**Discussion and Related Work**

Model-based approaches for supporting usability evaluation are not a new idea per se. In The HCI community many researchers have described user interface elements by means of models. The interested reader can find a structured state of art of model-based user interface in [26] where the different modeling techniques are categorized by criteria such as: Language (Petri nets-based, state-based, flow-based code-based and constraints-based.), Interaction Coverage (Low Level, Multimodality, Tangible, Fusion, Widget, Rendering and Dialog), Scalability (Toy Example, Case Study or Real Size application), Tool support and Expressiveness (Data Description, State Representation, Event Representation), Time (Quantitative or Qualitative), Concurrent Behavior & Dynamic Instantiation.

Beyond this descriptive aspect, models can also be used to support the evaluation of the user interface for properties (such as liveness and safety) or even for usability. Usability evaluation is a major concern in HCI as it is one of the very few means to assess/ensure matching between a system under design and the users’ needs. It is interesting to point, however, previous work combining Model-Based approach and usability evaluation as:

- Paternò et al. [32] which develops MultiDevice RemUsine for remote evaluation of mobile interfaces;
- EvaHelper [3], a framework to help the developer (to perform evaluation on mobile applications) made up of EvaLogger to simplify and EvaWriter to process the log to extract from the log useful data about usability;
- ReModEl [11] (Remote MODel-based Evaluation) composed of a server (containing task structure and task states), a client (for the tester) and another client interface for the usability expert.

In addition, research work following the same philosophy can also be found for the Web domain such as remote automatic evaluation of Web applications based on a combination of web browser monitoring and task models or application, for example AWUSA [34]. Usability evaluation can also be found for more generic (other than mobile and web) purposes as in [13] coupling a workbench for automated usability evaluation called MeMo (Mental Models) and a model based framework for UI generation called MASP (Muli-Access Service Platform). This is similar in [21] with automatic usability evaluation. Lastly, [17] proposes the integration of Analysis of Usability Information from User Interface Events within a compositional model.

However, the scope of these contributions greatly varies accordingly to the formalism used for specifying the application and the tool support available. For example, approaches based on task models cannot capture fine-grained interactions (such as fusion of mouse events in multimodal interaction techniques) that are a basic requirement for evaluation user performance with interaction techniques. Moreover, these previous works propose model-based method to solve a particular problem with the user interface at a time.

Another trick problem is the fact that one should prove that the prototypes behave exactly as specified by models. For example, how to prove that a user will not loose of sight the
cursor even if he places the pointer away from screen area? Recently Gimblett and Thimbleby [15] have proposed an approach which consists in the discovery of models able to specify interaction techniques. However, discovery models do not driven the execution of the application. As a consequence, errors related to specific instance of data might occur during the execution of the application and the will never appear in models. Models can be gradually amended but behavior discovery in models is as random as discovery of software flaws with user testing, in the sense that user testing is limited to the scenarios proposed to users; some serious problems can be hidden in rare and difficult to sought possible scenarios.

CONCLUSION AND FUTURE WORK
In this paper we have presented an approach to support testing and evaluation of (multimodal) interaction techniques. The main feature of this approach is that testing and evaluation are based on models. This approach is targeted to novel and complex interaction techniques (including multimodal ones) which are much harder to assess using traditional user testing evaluation methods [23].

More precisely, we have presented ICO and Petshop as a formal approach to support a bi-directional relationship between models and executable prototypes, and to ease user testing by supporting a model-based log analysis. We have demonstrated in the section case study that some problems are very difficult to observe without appropriate tools. Using executable ICO models we were able to discover fine-grained sequences of events that provide evaluators with an accurate description of user actions. These tools not only are useful to observe the events triggered by users but they can also support the activities of identifying the part of the models related to the problem. Additionally, sequences of actions can be then (re)played on the model allowing a multiple inspection of error-prone scenarios.

At first sight, the development process proposed in this work might look familiar to some readers as it combines several existing techniques for supporting the evaluation of interactive systems. The approach is deliberately synergistic as it integrates our previous work on model-based evaluation techniques. It is the combinations of different techniques, rather than a single one that provides a solution for all the claims made in the introduction.

We are currently applying this research to the field of interactive cockpits where standards such as ARINC 661 [2] specification provide recommendations for WIMP interfaces. However, as the captain and first officer are interacting with the KCCU device (Keyboard Cursor Control Unit) the issue of multimodal interaction technique is raised bringing directly to the field of safety critical system problems usually investigated in general public interactive systems.
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Abstract. Along tasks analysis and modeling history it has been demonstrated by experience that task modeling activities become cumbersome when performed on large, real-life systems. However, one of the main goals of task models is to provide designers with a structured and complete description of the users tasks especially when these user tasks are numerous and/or complex. Several authors proposed to handle that problem by providing tools aiming at supporting both construction and understanding (usually via simulation) of models. One of the most popular examples is CTTE environment which is dedicated to the engineering of CTT task models. The paper shows how to extend notations for task description with two kinds of mechanisms: composition and refinement/abstraction. Refinement/abstraction mechanisms make it possible to decompose a task model into several models and to interconnect them. Composition mechanisms make it possible to define communication means between task models. The paper proposes a precise definition of these mechanisms, their integration into a notation for describing task models and demonstrates that altogether, these two structuring mechanisms support the effective exploitation of task models for large scale application. The use of the mechanisms is presented on a real-life case study from the space domain describing operators’ tasks to monitor a satellite and manage failures.

1 Introduction

In the field of Human-Computer Interaction (HCI), the user centered paradigm [22] has reached a popularity level where the question about it, is no longer whether it is valid or not but rather how it should be embedded in the development process of interactive applications. Many notations, processes and tools have been proposed for gathering information about the users either in formal (via formal requirements as in [17] or formal task models [27]) or informal ways (via brainstorming [7, 9] or prototyping [31]). One of the main advantages put forward by notations is that they make it possible to handle real-size applications and, if provided with a formal semantics, make it possible to reason about the models built with the notations' and assess the presence or absence of properties.

While exploiting a notation for building a model of the real world, usually, two main activities are carried out in order to tackle the problem of size of the resulting model:

- **Abstraction:** details from the real world will be omitted and abstracted away if they are not of interest for the use that will be made of the model. For instance, using a finite state automata (FSA) [14] the continuous evolution of the world (such as in a flow of liquid

---

1 In the rest of the paper we make the following distinction between a notation and a model: a notation provides a mean for representing information from the real world. The resulting use of the notation is called model. If a notation is defined formally it is called a formalism.
Filtering: the notation plays the role of a filter capturing the information it is able to capture and letting through what cannot be captured. Taking again the example of a FSA, information about the time elapsed for emptying the bottle cannot be represented and thus will not appear in the model.

Of course, notations can be (and have been) extended in order to be able to represent more information than initially planned. FSA have been extended in [38] to handle data (such as for instance the size of the bottle) or even time [30]. However, the most widely used notations stay away from universality and embed strong abstraction and filtering. Examples of such notations are UML class diagram [29] or entity relationship diagrams [5] only capturing data-related information or basic Petri nets [23] or FSA [14] only capturing behavior-related information. Indeed, despite these mechanisms a notation capturing too much information would end up in oversized and unmanageable models. To represent a larger part of the world, several models have to be built using several notations. The complexity then lays in defining processes and tools making it possible to ensure conformance and consistency of the various models corresponding to different views of the same world.

In the field of HCI many notations have been proposed for capturing in models the various elements of socio-technical systems. In the last decades, several tasks notations have been developed as means to describe work carried out by users whilst interacting with a system [8]. Despite the fact that various specific task notations exist, they are mainly structured around two concepts: task decomposition (often represented as a hierarchy) and task flow (for showing the order in which tasks are executed) [16]. When adequately combined, these concepts can provide an exhaustive and complete representation of large quantity of information in a single model. However, as discussed by Paterno & Zini [28], when applied to real-life systems, tasks notations end up in very large, hard-to-manage models thus making task modeling a time-consuming and sometimes painful activity.

This paper introduces some generic structuring mechanisms to tasks notations for describing task models in order to overcome the problems identified above and to make it possible to represent users’ activities in large socio-technical systems. Section 2 discusses the structuring mechanisms offered by existing tasks notations. It also includes an abstract presentation of the proposed mechanisms. Section 3 introduces informally the real-life case study from the satellite ground segments domain focusing on controllers’ tasks to monitor a satellite and manage failures. It also presents an initial approach for modeling controllers’ tasks with CTT [26] and highlights the need for structuring mechanisms. Section 4 gives an overview of HAMSTERS (introduced in [1]) and details how the notation has been extended to integrate the new mechanisms. Section 5 details how the various elements of the notation are used to model the entire case study. Section 6 is dedicated to the analysis in terms of efficiency of the proposed mechanisms for structuring task models. Section 7 concludes the paper and presents research directions for future work.

2 Structuring Issues for Tasks Notations

Task models are useful when designing real-size systems as they aim at representing a large quantity of information related to user goals and to the activities to be carried out in order to reach these goals.
**Notation-based structuring:** Whilst some task notations such as UAN [13] and GOMS [4] are mainly textual, CTT [26, 24], MAD [33] or AMBOSS [1] provide graphical representations, which favor legibility and understanding of complex problems [6]. Every task notation proposes hierarchical task decomposition. This hierarchical representation of tasks is grounded in psychology [32] reflecting in the models the way people structure their activities. The decomposition of tasks in subtasks enables the creation of several levels in the tree hierarchy of tasks; this has been extensively used for supporting the mechanisms of abstraction and refinement in task models.

Not all notations used for describing activities are hierarchical. Indeed, notations used in the workflow domain (such as YAWL [36] or BPMN [36]) are graphs but hierarchical representations are more prominent in task model notations as this enforces abstraction/refinement mechanisms [36]. In hierarchical representations, the order of execution of tasks is given by the navigation through the hierarchy of tasks and the temporal operators between sibling tasks (i.e. tasks in the same level of the hierarchy). By combining hierarchy and temporal operators, it is possible to have different tasks models that exhibit equivalent behavior [10].

Another important issue for structuring task models refers to the relationship between tasks and goals. In the Task Knowledge Structure (TKS) [15] for instance, a specific substructure corresponds to each goal. CTT [26, 24], MAD [33], and GTA [35] provide a more flexible organization of tasks so that a goal can be reached in different ways. Van Welie, van der Veer and Eliëns [35] argue that the higher the tasks in the hierarchy the closer they are of organizational goals, whilst low-level tasks are more likely to represent individual goals. Even if the distinction between individual’s and organization’s goals is sometimes difficult to settle, it has in the end an impact on how models are structured.

Structuring mechanisms can sometimes be found in unexpected places. For example, CTT [26] includes the operator *iterative tasks* (symbol next to a task*) so that repetitive tasks are represented only once even though they may occur many times. That operator is mainly used for describing iterative behavioral aspect of the task but additionally makes it possible to significantly reduce the size of a task model. CTT offers another structuring mechanism via the notion of collaborative tasks modeled using the operator *connecting tasks* (symbol). In a nutshell, this notion embeds in models the fact that some tasks require the involvement of several persons (or roles) to be performed. The task of each person is modeled in a task model and the collaboration (i.e. order dependences between the tasks of the operators) is represented in another additional model. While necessary to represent collaborative activities, this notion and its related operator results in a role-based structuring of task models splitting a bigger model in several smaller models. CTTE is the unique tool currently available supporting *collaborative tasks*. However, only qualitative temporal relationships can be represented as no information (i.e. data flow) can be exchanged between the models.

An important issue that must be considered when structuring task models is its potential for reuse [3]. In fact, some tasks (such as login into systems for instance) remain structurally similar in different applications. This feature has been introduced in notations like CTT [26] so that some generic tasks can be used as building blocks that can be cut and pasted in models. However, a modification of one of these copies is not reflected to the other ones. Concerned by the reusability of tasks models, Gaffar et al. [12] have investigated structuring mechanisms around the notion of patterns to be used in task models. They propose a method and a tool to model generic tasks patterns as building blocks that can be instantiated and customized when modeling real-life socio-technical systems. One of the advantages of task patterns is the fact they provide more flexibility for reuse as they correspond to a generic problem.
Lastly, Sining et al. [34] introduce the notion of modular task models at a more generic level than the recursive tasks offered in CTT. Such modules would be structured in a task diagram describing in an exhaustive way their relationship. This concept is very similar to some one proposal in this paper. However, its implementation by means of task diagram adds unnecessary complexity (a new notation) and does not support the exchange of information between the modular models as proposed in the current paper.

**Tool-based structuring:** Some problems associated to the management of large and complex tasks models, can be overcome with the help of tool support. Currently, several of the tasks notations presented above are accompanied with an edition (and sometimes a simulation) environment. For instance, EUTERPE [35] supports the Groupware Task Analysis (GTA) notation, K-MADe supports the *Méthode Analytique de Description* (MAD) notation [33] and CTTE [25] supports CTT notation. These environments exploit the fact that task models are naturally represented as a hierarchy of sub-tasks, to implement abstraction/refinement mechanisms by supporting actions such as pruning/expanding sub-parts of the trees. More recently [28], CTTE tool has been enriched with visualization techniques (fisheye view and semantic zooming) to better support creation and management of CTT tasks models. Moreover, through collaborative tasks (previously described), CTTE is the only environment currently available supporting the decomposition of tasks in several communicating diagrams (even though the original goal was the representation of collaboration and not to support models structuring).

**Abstraction/refinement and composition mechanisms:** This section has illustrated the mechanisms currently available for structuring task models. However, when it comes to large systems these mechanisms and tools are insufficient (see CTT model in Fig. 2). We propose two new mechanisms to handle more efficiently this complexity. The first one is based on refinement/abstraction principle and makes it possible to decompose a task model in several models and to interconnect them. A large task model can thus be decomposed into several sub-models. These sub-models can then be reused (as a “copy”) in various places of the same model and even in other models. Each time one of these parts is modified, the modification is reflected in all the other “copies”. The Composition mechanism makes it possible to define communication mechanisms between task models. This task model structuring mechanisms is similar to procedures calls in programming languages and parameterization is possible via input and output parameters. In order to keep the same semantics as for the single model, communication protocols have also been introduced.

### 3 Case Study: Ground Segment Operations for PICARD satellite

In order to illustrate scalability problems of task models, in this section we present a real-life system belonging to a ground segment application that is currently used to monitor and to control the Picard satellite. The task models presented in this section exploit standard structuring mechanisms such as those currently available in the CTT notation (and presented above). These models will then be revised in section 4 to include the structuring mechanisms of abstraction/refinement and composition that we have designed to overcome the limitations that were faced due to the large number of tasks and activities.

---

2 The Picard satellite was launched by CNES in June 2010 and is dedicated to solar observation.
3.1 Informal description of case study

The case study belongs to the space domain and more precisely to the command and control interactive systems of satellites. Fig. 1 presents a schematic view of a space system as defined in the European Standard ECSS-E-70 [11]. Such space systems are made of two parts: the space segment (including the spacecraft) and the ground segment which is made up of the ground station segment (antennas for communication with the space segment) and the mission control system. Our focus is the operation control system (bottom-left icon in Fig. 1) which belongs to the mission control system. This system is in charge of maintaining the spacecraft in operation and is thus heavily related to the spacecraft structure and functioning. Next paragraphs describe the context, goals, roles, tasks and system functions of the case study that have to be represented in the task models. We only provide here the excerpt necessary to discuss the various models and the way they can be decomposed and structured. Indeed, tasks and operations of a mission control system are much more numerous than what is presented here but this excerpt is representative of the real system in terms of complexity and of operators’ everyday activities.

![Diagram of satellite application domain in a nutshell](image)

**Fig. 1. The satellite application domain in a nutshell**

3.1.1 Ground Segment Operations: the context

The Operation Control System consists in a room containing several computers and various hardware equipment dedicated to: 1) receive information from the satellite via the ground station segment, 2) organize and record this information and 3) send commands to the satellite (space segment). In this room, controllers (usually called operators) are in charge of monitoring the state of the space segment platform part by examining periodically several parameters such as current voltage of the power generators, current satellite mode, and status of the communication link. The main goal of operators is to keep the satellite in a nominal mode, so that the mission (for instance observation of the sun by taking pictures) can be performed. If a severe incident occurs, the satellite can automatically switch to a
mode called “survival mode” where all functions are disabled and the mission is stopped (i.e. data gathering is stopped and already collected data might be lost). In case of the occurrence of an adverse event, the team has to avoid that the satellite switches to this mode, except if it is to prevent a satellite loss. When a controller detects an adverse event (usually a failure) and understands the issue, he/she has to apply a procedure, selected from a list of referenced procedures, to recover from that failure. If the failure is more complicated to understand, he/she has to inform the entire team (one or more satellite engineer and experienced controllers can collaborate) to solve the issue and select the adequate procedure. If such procedure is not available they might need to design a new one that in turn has to be entered in the ground segment and sent to the space segment. The operator often collaborate with other controllers or with dedicated engineers such as, for instance, Radio Frequency engineers when special operations on the communication link are required.

3.1.2 Task analysis of a satellite controller’s activities
Controllers are in charge of two main activities: observing periodically (i.e. monitoring) the vital parameters of the satellite and performing maintenance operations when a failure occurs. Depending on the satellite between a couple of thousands and tens of thousands parameters have to be monitored. The more frequent and relevant monitoring activities include observing: satellite mode, Telemetry (measures coming from the satellite), Sun array drivers statuses, error parameters for the platform, error parameters for the mission, power voltage (energy for the satellite), ground station communication status, and on board computer main parameters.

The number of procedures for maintenance operations goes beyond the hundred. Due to page limits, we only present a selection of three sub-routines concerning failure cases that are critical for the mission. However, these sub-routines allow us to exhibit all the problems that we faced and that were related to the structuring of task models. The sub-routines are:

- **Recovering from a power voltage issue**: a wrong voltage parameter value is detected and the controller has to reset the satellite flight software.
- **Re-establishing the communication link**: the ground operation control system may not be receiving Telemetry from the satellite. The first activity of the controller is also to reset the flight software in this case. The other activities are not presented.
- **Investigating why an automatic switch to survival mode occurred**: Most satellites (including Picard) are not always all the time in ‘visibility’ of a ground station (only geostationary ones are). For such satellites the parameters are updated and the telecommands (TCs) sent when the satellite is visible for one of the ground station. Meanwhile, it evolves in an autonomous mode (self-triggering On Board Control Procedure (OBCP) if needed). During a non-visibility period if vital parameters’ values go beyond or below a given threshold, the satellite flight software (SW) switches itself to survival mode. In the next visibility period, controllers will have to understand what happened, find a solution and then send TCs to set the satellite back to its nominal mode.

Furthermore, after each failure detection and recovery sub-routine, the controller has to record the failure that happened in a dedicated application.

Lastly, the case study exhibits operators’ activities related to the management of the communication link between the Ground Segment and the Space Segment which also has to be monitored and possibly repaired.
3.2 Task model using CTT

Our first attempt of modeling operator’s tasks into sub-goals ended up with unreadable models due to their size. We present here one of the original models using CTT notation [27] (and CTTe tool [25]) as this notation is widely used in the HCI community. The point is not here to read the model but to show first that real-life tasks can be modeled and then that the resulting model can be too large to be handled in an efficient way. The tasks have been decomposed into several models, all presented in Fig. 2. Fig. 2a provides a high level view on the two main operators’ tasks namely Monitoring and Failure detection and recovery. In this model we have used CTTe abstraction mechanism (represented in the model by the symbol + corresponding to abstracting away further details about these tasks). These two tasks are detailed in Fig. 2b and Fig. 2c, respectively. The subtask Watch Telemetry is highlighted to show where it appears in both models. This is a typical example of multiple appearance of the same task (which could be an entire sub-tree) in various models. Modifying information about it (name, duration, precondition, temporal operators …) is really cumbersome as these modifications have to be repeated manually. In addition, it is not possible to express in CTT the fact that these two sub-trees represent the same activity. Fig. 2c provides the decomposition for the tasks Failure detection and recovery including subtasks Generator voltage issue, Communication loss and Survival mode. It is important to note that these three tasks only represent a limited subset of the hundreds of procedures and related tasks needed to control the satellite, but despite that, the model is already large and complex. The model in Fig. 2c contains 74 tasks, for 3 types of failure (described in section 3.1.2), and then 3 types of procedures to set the satellite back to its nominal mode. For each type of failure, a special task tree is performed by the controller, who then additionally records the failure in a dedicated application. This is the reason why the “Failure detection and recovery” sub-goal has several parts in common (both “Reset flight software” which appears twice and “Record failure” which appears three times). By lack of structuring mechanisms the corresponding tasks are duplicated. Furthermore, most of the tasks in the operation of recording a failure are also duplicated, even though there are small differences related to the fact that they have to be customized according to the type of failure.

![Diagram of controllers' tasks](image1)

**Fig. 2: a) Top-view of controllers’ tasks, including Monitoring and Failure detection and recovery.**

**Fig. 2b: Decomposition of sub-task Monitoring highlighting the atomic task Watch Telemetry that also appear in other models (see figure below).**
3.3 Issues raised by the legibility and scalability of the tasks models of the case study

The modeling of the case study using standard structuring mechanisms resulted in a complex and cumbersome activity.

One of the problems is that some tasks (in particular monitoring tasks) appeared several times (without specific temporal constraints) in the same model or even in several procedures. To model this kind of behavior it is required to duplicate monitoring tasks in various places of the task models.

Additionally, currently available structuring mechanisms do not support accurate representation of data flow. To describe complex conditions involving data and/or objects associated to tasks, the designer must combine hierarchies and operators between siblings’ tasks in order to represent the expected behavior. As a consequence, the available solution leads to the multiplication of tasks in the model, thus making them illegible as demonstrated in Fig. 2. It is important to note that we have only modeled 3 types of failures, but at operation time in the Command and Control Centre, the number of possible failures is much higher. This demonstrated the fact that tasks notations have to be extended\(^3\) in order to handle such problems if they are to be used for representing operators’ activities in real-life complex systems. It is important to note that this aspect is critical for task modeling. Indeed, task modeling is precisely meant to be used for large scale systems. Indeed, small scale systems usually do not require the use of task models for understanding users’ activities that are usually rather simple to describe.

4 HAMSTERS and its Extensions for Structuring Models

In order to demonstrate the use of the proposed structuring mechanisms for task models, we used a tool-supported notation called HAMSTERS (Human-centered Assessment and Modeling to Support Task Engineering for Resilient Systems). The rationale for the choice on HAMSTERS, is that we have the possibility to extend both the notation and the tool (as the tool has been developed by us). However, as stated in section 2 we believe the mechanisms are generic and thus could be integrated in many other notations and tools.

4.1 Short introduction to HAMSTERS

HAMSTERS notation is inspired by existing notations, especially CTT [26] and has been designed to remain compatible with CTT (from the point of view of people building the
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\(^3\) it would have been possible to decompose the main model into sub-models within CTTe tool [25], but simulation would have been impossible
models) as models are hierarchical and graphically represented featuring operators between the tasks. However, HAMSTERS includes extensions such as pre-conditions associated to task executions, data flow across task models, more detailed interactive tasks… HAMSTERS models can be edited and simulated in a dedicated environment which also provides a dedicated API for observing editing and simulation events making it possible to connect task models to system models [2] and [19] based on the Interactive Cooperative Objects formalism [20] and [21]. The notation presented hereafter provides additional extensions that are required for structuring models. Table 1 illustrates HAMSTERS’ constructs, including:

- Abstract task is a task that involves sub-tasks of different types.
- System task is a task performed only by the system.
- User task is a generic task describing a user activity. It can be specialized as a Motor task (e.g. a physical activity), a Cognitive task (e.g. decision making, analysis), or Perceptive task (e.g. perception of alert).
- Interactive task represents an interaction between the User and the System; it can be refined into Input task when the users provide input to the system, Output task when the system provides an output to the user and InputOutput task which is a mix of both but performed in an atomic way.

<table>
<thead>
<tr>
<th>Task type</th>
<th>Icons in HAMSTERS task model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract Task</td>
<td>![Abstract Task]</td>
</tr>
<tr>
<td>System Task</td>
<td>![System task]</td>
</tr>
<tr>
<td>User Tasks</td>
<td>![User task] ![Cognitive task] ![Perceptive task] ![Motor task]</td>
</tr>
<tr>
<td>Interactive Tasks</td>
<td>![Interactive task] ![Input task] ![Output task] ![Input/Output task]</td>
</tr>
</tbody>
</table>

Table 1. Tasks types in HAMSTERS

As in CTT, each particular task of the model can be either iterative, optional or both (see Fig. 3). Iterative property of tasks means that a task that can be executed 1 or several times; it can be interrupted or suspended by another task. It should not be a subtask of an ENABLE operator but of an INTERRUPT or SUSPEND_RESUME operator. Optional tasks do not require to be executed for the goal to be reached.

Fig. 3. Optional task Iterative task and of a task both iterative and optional

Additionally, (as in CTT again) temporal relationship between tasks is represented by means of operators as described in [26]. In HAMSTERS, the notion of objects can represent both information and knowledge needed for performing a task. This information might be modified when the task is performed. HAMSTERS offers two types of relationships between tasks: the first one describes how tasks are related to other tasks (using the temporal operators as presented above) and the second one represents the information flow between tasks (as illustrated in Fig. 4 where the PIN entered in the first task is conveyed to the next task by means of input and output ports). According to the discussion in the introduction about tasks notations it could be argued that adding
information to behavioral models such as task models will degrade legibility for instance. However, as such information has an impact on the availability of tasks and the action they perform they must be exhibited in order to avoid under-specified tasks models.

Fig. 4. Input (right-hand side of a task) and output (left-hand side of a task) flow in HAMSTERS

4.2 Structuring mechanisms in HAMSTERS notation

In order to address the scalability problems introduced in section 3, (as stated in section 2) we have identified 2 mechanisms: composition and abstraction/refinement. This section details how these mechanisms are integrated in HAMSTERS: composition is by means of sub-routines and the abstraction/refinement by means of sub-models. More precisely, we have added four types of sub-routines (see Table 2), parameters handling for sub-routines (see Table 3) and copy of tasks (or tasks sub-trees) (Table 4).

4.2.1. Composition mechanism: sub-routines
A sub-routine is a group of activities that a user performs several times possibly in different contexts which might exhibit different types of information flows. A sub-routine contains:
- The name of the sub-routine;
- The icon of an “Abstract” task type (as the sub-routine consists of a group of tasks that can belong to different types);
- Specialized input and output ports attached both to the left and to the right of the icon. The graphical symbol of these specialized ports can be filled (if they handle parameters) or not (if they don’t). These ports are mechanisms for representing required parameters to and/or from sub-routines, thus providing explicit representation of data flow during task execution.

<table>
<thead>
<tr>
<th>Structuring mechanisms</th>
<th>Related icon in HAMSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-routine with no input value and no output value</td>
<td><img src="image1.png" alt="icon" /></td>
</tr>
<tr>
<td>Sub-routine with at least one input value and no output value</td>
<td><img src="image2.png" alt="icon" /></td>
</tr>
<tr>
<td>Sub-routine with no input value and at least one output value</td>
<td><img src="image3.png" alt="icon" /></td>
</tr>
<tr>
<td>Sub routine with at least one input value and at least one output value</td>
<td><img src="image4.png" alt="icon" /></td>
</tr>
</tbody>
</table>

Table 2. Graphical representation of sub-routines in HAMSTERS
The sub-routine is then modeled in a dedicated model where the root task is the icon of the sub-routine. As stated above, the behavior of the sub-routine can be different according to the value of the parameters (see Table 3). In such a case the precondition in the sub-routine is represented by the symbol \( ? \). In the main task model, the same symbol can be used by a task for changing the behavior of the model according to the value of the output parameter of the sub-routine. The value of the output parameter (if any) has to be assigned inside the sub-routine. This assignment is represented by the symbol \( ! \). Such representation makes it very easy to identify in the sub-routine both the number of output parameters and where in the model those parameters are modified.

<table>
<thead>
<tr>
<th>New artefact</th>
<th>Icon in HAMSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition on a parameter</td>
<td><img src="image1" alt="Icon" /></td>
</tr>
<tr>
<td>Assignment of a value to an output parameter</td>
<td><img src="image2" alt="Icon" /></td>
</tr>
</tbody>
</table>

**Table 3. Input and output parameters management**

### 4.2.2. Abstraction/refinement mechanism: sub-models

Table 4 presents the task icon used to indicate that the task depicted by this icon is a copy of another task in the model. There can be several copies for a given task and all these copies correspond to the same sub-model. A modification in the sub-model (including its name) is thus replicated in all the sub-models. Table 4 only represents the copy icon for the “Output” task type but one “Copy” kind of icon is available for all the tasks types (see Table 1).

<table>
<thead>
<tr>
<th>Abstraction/refinement</th>
<th>Icon in HAMSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-model (copy) of an existing Output task</td>
<td><img src="image3" alt="Icon" /></td>
</tr>
</tbody>
</table>

**Table 4. Illustration of sub-models in HAMSTERS (only for an output task)**

### 5. Case study modeling using the proposed structuring mechanisms

Fig. 5 shows the main task model for the main operator goal which is the monitoring and control of the Picard satellite. This main goal can be subdivided into 2 sub-routines: Satellite monitoring (highlighted by the black disc n°1) and Failure detection and recovery (highlighted by the black disc n°2). These 2 sub-routines are 2 sub-goals that can be achieved concurrently (\( \parallel \) temporal operator) and their detailed structures are presented respectively in Fig. 6 a) and Fig. 6 b).

![Fig. 5. PICARD satellite monitoring and control main task model with HAMSTERS](image4)
5.1 Sub-routine with empty input and output parameters

In Fig. 6 a), the sub-routine corresponding to the sub-goal “Satellite monitoring” (part 1 of Fig. 5) is decomposed into 8 output tasks that are corresponding to the monitoring activities detailed in section 3.1.2. Fig. 6 b) details the “Failure Detection and Recovery” sub-routine (part 2 of Fig. 5) and is decomposed into a choice ([ ] temporal operator) of 3 sub-goals, which are depending on the type of failure discovered by the controller.

The first failure type corresponds to the power voltage issue, and is detected by the controller if he/she understands (cognitive task) that the power voltage parameter is wrong. This is done by observing or just having observed (while monitoring, Fig. 6 a)) this voltage parameter. His/her activities will then consist in resetting the satellite flight software and then recording this failure in the dedicated application. Second failure type (Fig. 6 b)) is a communication link loss and is detected by the controller when he/she understands that Telemetry from the satellite is not available anymore. His/her activities will then consist in resetting the transmission link. Third and fourth failure types (last task at the second level of Fig. 6 b)) detail the activities that are performed by the controller when he/she detects that the satellite has automatically switched to survival mode.

The second and third failure types may require the controller to perform a “Reset flight SW” procedure, which has been modeled (disc 4 on Fig. 6 b) as a sub-routine with empty input and output parameters. This sub-routine is very useful as it avoids duplicating an entire sub-task model. The sub-routine “Reset flight SW procedure” is detailed in Fig. 7 b).

5.2 Sub-routine with at least one input parameter and empty output parameter

The “Record failure” sub-routine (disc 3 on Fig. 6 b detailed in Fig. 7 a) is performed by the controller each time a failure has been detected and aims at recording information in a dedicated desktop application about problems encountered in operations. An input value is required, because one or more of the group of tasks that are composing the sub-routine need information to be executed. As shown on Fig. 7 a), the record of a failure can slightly differ from one failure to another, and the input parameter of the sub-routine will also help in modeling the differences into sub-task trees (using the condition parameter introduced in Table 3).

5.3 Sub-routine with empty input parameter and at least one output parameter

In case of an automatic switch of the satellite to the survival mode (third failure type on Fig. 6 b), the controller will perform a procedure to find out the root cause of this issue. It is modeled by the “Find root cause of the switch” sub-routine, and this sub-routine provides an output object that will be used by the next sub-routine “Record failure (out)” to record the failure type that has been found.

5.4 Sub-routine with both input and output parameters

In case of a “Reset flight SW” sub-routine (disc 4 on Fig. 6 b detailed in Fig. 7 a), the controller has to prepare the RF communication link. The “Operate Com frequency” sub-routine requires an input and provides an output. It indicates that the information produced while preparing the RF is then used by the controller to reach his/her goal.
Fig. 6. Tasks of satellite Monitoring (a) and, failure detection and recovery (b).
5.5. Condition on a parameter

Fig. 7 a) shows how the conditions on the input object can be used to customize the Record failure sub-routine. Indeed, in that model, there is a common part of the model dedicated to the recording of the failures but also specific parts which vary according to the failure types. In this model, if the failure type is a voltage issue ("VOLTAGE_FAILURE" is the input value of the sub-routine), the controller is asked to enter the power generator number in the application; if the failure type is a signal failure ("SIGNAL_FAILURE" is the input value of the sub-routine), the controller is asked to enter the failing transmission equipment. In both cases, failure time information and confirmation are required. In Fig. 7 a) this alternative is represented by the choice operator and the fact that each choice uses a precondition on the failure type $\text{in}=$SIGNAL_FAILURE for instance.

![Diagram](image_url)

Fig. 7. a) Record failure sub-routine b) and Reset flight SW (software) sub-routine
Fig. 8. Operate com (communication) frequency sub-routine
5.6 Assignment of a value to an output parameter

Fig. 8 details the “Operate Com Frequency” sub-routine. It gives an example on how the assignment of a value to an output parameter (exclamation mark icon) is used to support storing of history information about what happened when the sub-routine has been performed. In Fig. 8 the assignment \( \text{out}=\text{SUCCEEDED} \) records in the out parameter the outcome of the sub-routine which can, in turn, be used as condition in the main task model. Besides, in each sub-task group, the output parameter is assigned which guarantees that the sub-routine always delivers an updated output parameter. The “out” parameter is assigned the value “SUCCEEDED” when the operation on the communication frequency succeeded, and it is assigned the value “FAILED” when the operation on the communication frequency failed.

5.7 Sub-model of an existing task (copy)

On Fig. 6 b), in the second failure case “Communication loss”, the controller has to send a command to set the transmission to ON (input task which corresponds to resetting the transmission) and look at the Telemetry status. This activity of observing the Telemetry status is already described in the Fig. 6 a) sub-routine as it is part of the “Monitoring” job of the controller. The artifact “Copy” of an existing task is here used to maintain consistency between the models and avoiding duplication (copy of the “Watch at Telemetry” task of the Monitoring task model described in Fig. 6 a)). This allows the reader of the model to understand that this user’s activity is already referenced in another part of the task model. It is important to note that this sub-model structuring can be applied to any node in the task model. If the node is not a leave task, then the entire sub-tree is managed as a copy i.e. modification in one is reflected in all the copies. This issue has been raised in section 3.2 when the CTT model has been presented.

6. Analysis of the Case Study

6.1 Quantitative analysis

Table 4 presents statistics on the number of model elements needed to describe the controller’s activities, using both CTT and HAMSTERS notations (together with the structuring mechanisms proposed). It is important to note that part of the difference between the two representations lies for some aspects in the structuring mechanisms and for other aspects in the notations themselves. However, adding those mechanisms to CTT or to any other notation dedicated to task models would exhibit similar advantages.

The first line of the table (in italics) highlights the fact that the number of models is much higher using the mechanisms than without using them. Then, for each model, the number of nodes, arcs and operators is presented. This is due to the sub-routine extension that promotes splitting a model into several parts. The sub-model extension has no impact on the number of models.

The total number of tasks required to model the controller’s activities is decreased by about 20% using HAMSTERS notation together with the structuring mechanisms. There is a bigger difference (66% reduction) as far as both the operators and the arcs are concerned.
This is due to the fact that operators are considered as part of the node in HAMSTERS and don’t need to be duplicated if the temporal operator between several tasks in a row is the same (as this is the case in CTT notation). The light grey lines in the lower part of the table correspond only to models appearing in the HAMSTERS modeling. They have no counterpart in CTT.

<table>
<thead>
<tr>
<th>Number of elements used for the case study according to the notations:</th>
<th>CTT</th>
<th>HAMSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of models</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Tasks for representing the main model</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Operators for representing the main model</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Arcs for representing the main model</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Tasks for representing the “Monitoring” task model</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Operators for representing the “Monitoring” task model</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Arcs for representing the “Monitoring” task model</td>
<td>22</td>
<td>9</td>
</tr>
<tr>
<td>Tasks for representing “Failure detection and recovery”</td>
<td>74</td>
<td>20</td>
</tr>
<tr>
<td>Operators for representing “Failure detection and recovery”</td>
<td>52</td>
<td>7</td>
</tr>
<tr>
<td>Arcs for representing “Failure detection and recovery”</td>
<td>175</td>
<td>27</td>
</tr>
<tr>
<td>Tasks for “Operate communication frequency”</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Operators for “Operate communication frequency”</td>
<td>40</td>
<td>23</td>
</tr>
<tr>
<td>Arcs for “Operate communication frequency”</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tasks for representing the “Record failure” task model</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Operators for representing the “Record failure” task model</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Arcs for representing the “Record failure” task model</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tasks for representing the “Reset flight SW” task model</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Operators for representing the “Reset flight SW” task model</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Arcs for representing the “Reset flight SW” task model</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total number of tasks</td>
<td>102</td>
<td>78</td>
</tr>
<tr>
<td>Total number of operators</td>
<td>73</td>
<td>25</td>
</tr>
<tr>
<td>Total number of arcs</td>
<td>248</td>
<td>100</td>
</tr>
</tbody>
</table>

| Table 5. Quantitative comparison of the two modeling techniques |

6.2 Qualitative analysis

Qualitative assessment is a more complex task which would require very detailed usability analysis of both the use of the structuring mechanisms and the idiosyncrasies of each notation. This is premature to the work presented here as it would require the distribution of HAMSTERS at a large scale (as this has been done for a long time with CTT) and then the setting up of an ethnographic study. However, even though such experiments were conducted we would face the same difficulties as those encountered in the late 80’s when the software engineering community was struggling to assess whether Object-Oriented programming was “better or not” with respect to “structured programming” [37]. Indeed, there are so many parameters involved such as training, maturity of tools, application domain, background of the developers … that a definite result is out of reach. Another related element is the user interface and interaction technique embedded in the tool supporting the notation. Indeed, even CTTE proposes the CTTVis extensions providing zooming and enhanced interaction techniques for task models edition. Such aspects have a he impact on the adoption and performance of user while building task models. However, the current version of HAMSTERS tool is publicly available at [http://www.irit.fr/ICS/hamsters/](http://www.irit.fr/ICS/hamsters/) and we plan to gather feedback from the future users.
7. Discussion and Conclusions

This paper has presented two new structuring mechanisms for notations dedicated to task modeling. We have shown how these mechanisms are different from the mechanisms currently available in the various existing notations. These mechanisms have been applied on a large case study from the space domain. We have used CTT notation as a reference point to support the reader who might be familiar with this notation and to compare quantitatively the size of the resulting models.

While this paper has focused on the mechanisms and the notation themselves this work belong to a long research program aiming at exploiting in a systematic way models in the design and validation of large (potentially safety critical) interactive systems. Indeed, these mechanisms would be extremely useful for addressing the issue of user errors in tasks models (in order, for instance, to identify scenarios exhibiting user errors) as in [24] or to support training of operators as in [18]. In the context of safety critical systems such elements are of primary importance as the resilience of the entire socio-technical system (including operators, procedures, training and computing system) has to be assessed prior to deployment.
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Abstract. This paper presents StateWebCharts (SWC), a formal description technique based on statecharts for describing navigation on web applications. This notation extends the classical statecharts notation by adding more necessary concepts such as an appropriate semantics for states and transitions in a Web context, including notions like dialog initiative control and client and server activities. As well as statecharts do, this formal description technique features a graphical representation thus making it easier to use for web designers and formal enough to allow to rigorously reason about properties of navigation models. In order to show the applicability of the notation, we show, in the paper, its use on two real-size web applications.

1. Introduction

"Web applications" is a widely-used and fuzzy term for web sites including informational-centric sites, e-commerce sites, portal sites, etc. Despite the apparent facility to create web pages (HTML pages) the successful development of large web applications is a complex activity that requires appropriate methods and tools [13]. This inherent complexity is not only due to the huge number of pages that must be managed or the diversity of technologies employed (JavaScript, Java, Active-X, etc) but also to dynamic aspects such as on-the-fly page generation. In addition, web applications require regular maintenance in order to update pages content, to follow a particular business workflow, to include new features for supporting new task and/or users, and so on.

To deal with such complex development of web applications, modelling support is essential to provide an abstract view of the application. Modelling can help designers during design phases by defining formally the requirements, providing multi-level of details as well as providing support for testing prior implementation. Support from modelling can also be obtained in later phases via, for instance, support for verification prior to implementation [1].

1 Some authors [3, 6] call web applications only data intensive application which presents dynamic content generation and the term websites is applied only for applications based on static content. This distinction is not relevant in this paper and thus, these terms are used as synonyms here.
Statecharts [8, 10] and statecharts-like notations have already been widely used for modelling various aspects of web applications. For instance, they have been previously used for navigation modelling of hypertext/hypermedia applications [14, 18, 20], web applications [12] and even WIMP interfaces [10]. This previous work shows some limitations in the expressive power of statecharts for handling specific and critical aspects of web applications’ modelling. For instance, it is not possible, using statecharts, to represent who (the user or the system) is at the source of an event to be received by the application. Even previous works that focused on navigation modelling for web applications, such as [14], do not clearly explain how statecharts can be effectively used to model other web applications features such as dynamic content generation.

For that reason, we have extended statecharts to the StateWebCharts notation (SWC) that provides dedicated constructs for modelling specificities of states and transitions in web applications. Our aim is to provide a visual notation easy-to-apply for web designers and formal enough to be subject of automatic verification, thus supporting designer’s activity throughout the design process. Most elements included in SWC notation aim at providing explicit feedback about the interaction between users and the system.

As for now, SWC is mainly used to describe the navigation between documents rather than interaction between objects. We distinguish navigation (communication links between information units) from interaction (e.g. manipulation of interface widgets such as scrollbars, and windows interactors). SWC is powerful enough for handling these two aspects, but such concerns are beyond the scope of this paper.

This paper aims at presenting SWC notation in detail and at showing how this notation can be used for modelling navigation in Web applications. Next section (section 2) presents a formal definition of statecharts. This formal definition is used as a basis for the introduction of the extensions at the core of SWC (section 3). Section 4 presents an exhaustive list of the various key elements of web navigation and for each of these elements how SWC can be used for modelling them. In section 5, this paper brings a detailed discussion about the related work on navigation modelling including statecharts-like notation as well as other approaches for navigation modelling. Conclusion and future work are presented in section 6.

2. The Statecharts Notation

Statecharts [8, 9] is a visual formalism that extends state diagrams for modelling complex/reactive systems. Statecharts can be defined as a set of the states, transitions, events, conditions and variables and their inter-relations. There are numerous extensions to Statecharts to support different modelling needs and with different semantics [9]. Hereafter we introduce the basics of statecharts that are relevant for this paper.

A formal definition of statecharts (also called state machine) is [8]:

\[ S \] is defined as the set of states;
\( \rho : S \rightarrow 2^S \), is the map function that associates each state to its sub-states, where \( \rho(s)=0 \) means \( s \) is a basic state with no children inside;

\( \psi : S \rightarrow \{ \text{AND} / \text{XOR} \} \) is the function that defines whether \( s \in S \) is a composed \text{AND} / \text{XOR} state or not.

\( H \) is the set of history symbols

\( \gamma : H \rightarrow S \) is the function that match history symbols to states\(^2\)

\( \delta : S \rightarrow 2^S \cup H \) is the default function that defines the initial states in \( S \)

\( \Phi \) is the set of final state symbols

\( V \) is the set of variables

\( C \) is the set of conditions

\( E \) is the set of events

\( A \) is the set of actions, where each action is a term of a language \( L_a \), which defines the allowed operations in a SWC machine

\( L = E \times C \times A \) is the set of labels on transitions

\( T \subset 2^S \times L \times 2^S \cup H \cup \Phi \), is the set of transitions represented by a source state (2\(^S\)), a label (L) and a target state (2\(^S\) \( \cup H \) \( \cup \Phi \))

States are graphically represented by rounded rectangles and transitions are represented by unidirectional arrows going out from a source state to a target state (see Figure 1). Transitions are usually represented by arrows that are labelled by the expression \text{event/condition:action} (see figure 1a). Optionally, the label could be just a generic identification (\( t_1 \), as in Figure 1b). Guard conditions and actions are optional. If the guard condition is not given it is assumed to be true. When actions are not given, control is given to the arrival state. Parameters can be passed-on from a state to another. Only events are explicitly required on transitions.

\[ S1 \xrightarrow{\text{event/condition:action}} S2 \]

\[ S1 \xrightarrow{t_1} S2 \]

Figure 1. Graphical representation of states and transitions

By opposition with state diagrams that are “flat” and inherently sequential in nature, statecharts propose three basic structuring mechanisms: hierarchy of states, orthogonality and broadcasting communication. The first two ones, that are critical for web applications navigation modelling, are presented more in detail hereafter.

2.1. Hierarchy

The hierarchy is represented by composition of nested states (XOR-states) thus allowing an efficient use of transition arrows. XOR-states can have exclusively one active sub-state at a time. Figures 2a, 2b and 2c are equivalent representations

- On Figure 2b, states \( A1 \) and \( A2 \) are nested into the XOR-state \( A \). All transitions going out from a composite state are propagated to sub-states;

\(^2\) The difference between History states types (shallow and deep history) and end-states is not relevant for this paper.
Figure 2c hides details for the XOR-state $A$. This is a useful abstraction mechanism in statecharts.

![Diagram](image)

Figure 2. Hierarchy of states in statecharts with XOR-states.

### 2.2. Orthogonality

Orthogonality is the decomposition of composite states into concurrent regions representing independent modules in a system. Each concurrent region in an AND-state is delimited by a dashed row. Figure 3 shows 3 concurrent states: D, C and A. Like a XOR-state, each concurrent region can have at most one active state at a time.

![Diagram](image)

Figure 3. Concurrent states in statecharts with AND-states.

Like a state diagram, a statecharts model starts in an initial state represented by an arrow with a black circle at its starting end (see figure 4). It is also possible to define the initial state in a XOR-state, as shown by figure 4a (state A1). In figure 4a, the execution starts by state $B$. If transition $p$ is activated, the system enters the state A1 (the initial state in the composite state $A$). Figure 4b uses a history state, which is represented by an $H$ inside a circle. The history state sets the active state to the most recent state in the set ($A1$ or $A2$).
Transition \( q \) in both Figure 4a and Figure 4b is going from state \( B \) to a final state which is represented by a black dot inside a circle. Final states mean that the execution is completed. When the enclosing state is on the top state, then it means that the entire state machine has completed.

The operational semantics for statecharts is given by a sequence of steps. At each step the state machine evaluates a single transition and may assume a new state configuration (the set of currently active states). When an event happens, the system transmits it to the transition associated to the triggered event. Then, the corresponding guard condition is evaluated, and if it is true the state machine sets the target state as active.

An optional activity can be added to the transition label, indicating which activity will take place when the transition happens. The triggered activity can in turn be received by the system as another event to trigger other transitions creating compounding transitions. The broadcasting mechanism in statecharts is represented by events that are associated to more than one transition. In that case, when an event happens, all transitions associated to the triggered event are evaluated and executed if the guarding conditions are true. In classical statecharts, activities and events are considered to be instantaneous (they take no time to perform).

3. StateWebCharts Formal Description

In SWC, states are abstractions of containers for objects (graphic or executable objects). For web applications such containers are usually HTML pages. States in SWC are represented according their function in the modelling. In a similar way, a SWC transition explicitly represents the agent activating it. The basis of SWC modelling is a state machine, as described in previous section, plus the following elements:

- \( \mathbf{P} \) is the set of containers storing information content that will be exhibited as a whole in a web application (generally web pages). \( \mathbf{P} \) is defined by the set \((\mathbf{o}, \mathbf{k})\) where \( \mathbf{o} \) is the set of objects (text, sound, image, etc.) it contains and \( \mathbf{k} \) is the set of anchors in the set. The set \( \mathbf{P} \) include an empty container.
- \( \Omega : \mathbf{S} \to \mathbf{P} \), is the map function that associates each state to a container
- \( \mathbf{M} : \mathbf{k} \to \mathbf{E} \), is map function that associates a anchor to an event in the state machine
\( \Sigma : S \rightarrow AC \) is the mapping function that associates a state to its activities. 
\( AC \) is the set of optional actions associated to a state, \( AC = AC_{\text{entry}} \cup AC_{\text{do}} \cup AC_{\text{exit}} \), where \( \forall ac \in A \), \( AC_{\text{entry}} \) is the action executed when entering a state, \( AC_{\text{do}} \) is the main action executed by it, \( AC_{\text{exit}} \) is the action executed before the state is left.

\( Y = \{ \text{static}/\text{transient}/\text{dynamic}/\text{external} \} \) is the set of sub-types for a basic state. 
\( \varpi : S \rightarrow Y \) is the function that maps a sub-type to a basic state in the state machine. 
\( \forall s \in S, \varpi(s) = Y \), \( \exists y \in Y, \varpi(s) = y \)

\( W = \{ \text{user}/\text{system}/\text{completion} \} \) is the set of events sub-types where each event type indicates an agent triggering the event in the system.
\( E = W_{\text{user}} \cup W_{\text{system}} \cup W_{\text{completion}} \) is the redefined set of event in a system.

A container \( P \) is considered as a compound document according to W3C DOM\(^3\) definition, which may contain objects (text, images, etc) as well as other documents.

By the function \( \varpi : S \rightarrow Y \) we make each basic state \( s \in S \) assume an appropriate sub-type static, transient, dynamic or external. Each sub-type describes a special function performed by the state in the SWC state machine. Figure 4 shows the graphic representation of these sub-types.

**Figure 5. Basic state sub-types in SWC notation.**

Static states (figure 5a) are the most basic structures to represent information in SWC. A static state refers to a container with a static set of objects; once in a static state the same set of objects is always presented. However, the objects it contains are not necessarily static by themselves; they could have dynamic behaviour as we usually find, for example, in applets, JavaScript or animated images. Static is the default type for States.

Transient states (figure 5b) describe a non-deterministic behaviour in the state machine. Transient states are not part of the original statecharts notation, but they are needed when a single transition cannot determine the next state of the state machine (see figure 8 for an example). The formal definition for a transient state says that only completion or system events are accepted as outgoing transitions. Frequently they refer to server-side parts of web applications, such as CGI\(^4\) and Java Servlets programs. Transient states only process instructions and they do not have a visual representation towards users.

Dynamic states (figure 5c) represent content that is dynamically generated at runtime. Usually they are the result of a transient state processing. The associated

---

\(^3\) http://www.w3.org/DOM/

\(^4\) CGI - Common Gateway Interface
container of a dynamic state is empty. The semantics for this state is that in the modelling phase designers are not able to determine which content (transitions and objects) will be made available at run time. However, designers can include static objects and transitions inside dynamic states; in such case transitions are represented, but designer must keep in mind that missing transitions might appear at run time and change the navigation behaviour.

External states (figure 5d) represent information that is accessible through relationships (transitions) but are not part of the current design. For example, consider two states A and B. While creating a transition from A to B, the content of B is not accessible and cannot be modified. Thus B is considered external to the current design. Usually they represent connections to external sites. External states avoid representing transitions with no target state, however all activities (whatever it is entry, do, exit) in external states are null.

Events are classified in SWC notation according to the agent triggering them: user (e.g. a mouse click), system (e.g. a method invocation that affects the activity in a state) or completion (e.g. execute the next activity). A completion event is a fictional event that is associated to transitions without triggers, e.g. change the system state after a timestamp. Fictional completion events allow us to give the same representation for all transitions in SWC machines. This classification of event sources is propagated to the representation of transitions. Transitions whose event is triggered by a user are graphically drawn as continuous arrows (figure 6a.) while transitions triggered by system or completion events are drawn as dashed arrows (figure 6b).

![Figure 6. Graphical representation of SWC transitions.](image)

Even though figure 6 only shows transitions ids, we can promptly identify who owns the control on the activation of a transition, whether the system (transition t2) or a user (transition t1). In order to be able to use the SWC models to perform usability evaluation, the fact that a transition is related to a user event or not is critical. Thus, SWC puts in a single graphic representation those transitions (completion and system) that are not triggered by the users. If explicit representation is required for distinguishing between completion and system events, a full label for transition (as presented by figure 1a) such as t2=completion/true:action1.

4. Web Navigation Modelling with SWC

Web applications have some similarities with hypermedia and hypertext systems such as the occurrence of multimedia content, linking information units, etc., but many other features are specific to the web environment such as the mandatory use of browser, client/server architecture, and so on. This section describes the most
important features related to navigation design for web applications and their corresponding representation with SWC notation, when it is applicable.

4.1. Browser effects

Web applications can only be accessed through dedicated client applications called web browsers. Browsers interpret every single page sent back by the web server before to display it according proprietary (browser vendors’) directives for technology, client-side system platform (e.g. PC Windows, Palm, etc) and additional preferences for display set by users. In addition, from a user interface perspective, the browser itself proposes functions (e.g., cut, copy, save) that could compete with the ones proposed by the application. Recent works [7, 17] have analysed the non-uniform implementation of functions such as history mechanisms (back button and history list, for instance) of web browsers. The worst is that most users rely on such mechanisms to navigation because web applications provide poor navigation [5].

As several browsers with different capabilities are available, it is almost impossible for the designer of the web application to know precisely the software environment of the user. Moreover, it impossible to predict when users will make use of back of the application, so, it is not an advisable strategy to represent browser controls (such as back button and other history mechanisms) as part of application design. Such controls are considered as interaction mechanisms such as scroll bars and windows selection that are not represented by SWC notation.

4.2. Link types support

When analysing how pages are related to each other on web applications we can observe three different types of links: a) internal-pages links, b) inter-pages links and c) external links. Internal-pages links related different parts of a same web page, which can be very helpful for long documents. These links present the same semantic behaviour of scroll bars on windows browser, so at first sight we can consider irrelevant to include the specification of such elements into navigation design. If required, internal-links can be easily represented with SWC by decomposing the page in a composite state and create links between the sub-parts of the document as presented by figure 7a. As we can see in figure 7a is a spaghetti-link interconnection between all sections of a same document.

Inter-page links is the most classical example; it means a simple connection of two pages belonging to the same web site. We can see in figure 7b how two pages can be connected by an inter-page link with passage of a parameter that indicates the subsection in the document to be displayed. Figure 7b is a preferable representation for the same problem described above (internal-pages) because it increases the legibility of diagrams.

External links are links connecting the web application with foreign web sites or non-relevant parts of the web application for the current design. Even though its name makes a reference to a link, this concept is treated as a state because it is not possible
to represent targetless transitions in SWC, even though the transition makes references to an external site.

Figure 7. Links types: a) internal-page, b) inter-page and c) external.

4.3. System-driven navigation (the use of transient states)

In many cases, the combination of event plus condition determines the next state. However, it is not true for all cases. Consider the case of user authentication in figure 8. In this example, the event press button (to send user name and password) in transition $t_1$ does not count to determine whether user will get access to the system or not. But it is the result processing of the transient state $S_2$. Notice transitions $t_2$ and $t_3$ going out from $S_2$ presenting system events.

Figure 8. Example of a simple user authentication.

In most cases, the user will send additional information filling in forms or following parameterized links to a server-side application (represented by a transient state) that will execute some processing and then send back user the appropriate answer.

4.4. Dynamic content generation

A particular feature of web application is the dynamic generation of pages on an application by server-side applications. Dynamic pages do not exist on the web server and that is why the function $\Omega : S \rightarrow p$ (see section 3) maps an empty set to dynamic states. Dynamic states represent such unpredictable content for the page but it does not exclude the possibility to represent required transitions for the design.
Figure 9 shows a classical example of dynamic content generation as result of a database query. Notice that the dynamic state \( S_3 \) has a user transition that allows user return to the request form (state \( S_1 \)). It important to note that, at run time, the page resulting by the database searching can include links that are not represented in the modelling and may alter the navigation on the web application.

4.5. Frames

Frames are elements that split the browser’s windows into two or more concurrent visual areas were each region can load and display a different document. Frames were introduced as a standard in HTML 4.0\(^5\). Links in a frame region can alter the exhibition of documents in another frame region. Frames are modelled in SWC with AND-states where each orthogonal region represents an individual frame, as shown in figure 10. When entering the state \( A \), two concurrent regions are activated \( A' \) and \( A'' \) which pass the control to their initial states \( B \) and \( C \), respectively. When the transition \( t_2 \) is fired, the configuration in region \( A'' \) changes arbitrarily to states \( D \), the region \( A' \) maintains its configuration.

4.6. Modularization

The number of pages on most web applications increases very quickly and the representation of documents and links became a problem in flat-notation such as automata [4]. In addition, large projects must be cut in small part and splat among the member of development team. The modularization is also required to deal with the complexity during the development. SWC takes benefits from the multi-level

---

\(^5\) http://www.w3.org/TR/1998/REC-html40-19980424/
hierarchy from classical statecharts to better manage large web applications. Figure 11 presents a partial modelling for the web site *The Cave of Lascaux*.

![Diagram](image)

Figure 11. Hierarchical view for the Web Site ‘The Cave of Lascaux’

Figure 11a presents the global view for the application, which contains 9 states, some of them are composite whose details are not represented in higher level. For example, S3 is a composite state whose details are shown in figure 11b. In such approach, composite states represent classes of pages which share the same structure. Sub-states inherit relationships from their parents. For example, in Figure 1a, the transitions (t9 and t10) going from state S3-Discover to states S2-Home-main menu and S4-Learn, respectively, are shared by all S3 sub-states (S3.1, S3.2, S3.2’, S3.2”, S3.3, S3.4, S3.5, S3.6 and S3.7). The states at the left are instances of classes of pages that have their own navigation. For reasons of space only state S3 is detailed in this modelling, even though the S3 some of its sub-states (S3.4, S3.5, S3.6 and S3.7) are at their turn suitable to be decomposed in modules.

### 4.7. Dialog control modelling

Modelling dialog control means to identify who (system or user) causes events changing the interface. As before mentioned in section 3, SWC explicitly represents system interaction (by system and completion events) and user control (by user events). A typical example of system event is timed transitions used to redirect Web pages. In the figure 12, users start at the state S1, which contains two associated transitions: e2 and e3. The transition e2 represents a system event that, once activate, will change system state to S2 five seconds [5s] after users have been entered in S1. Users can also cause a transition by selecting a link associated to user event e3.

---

6 http://www.culture.fr/culture/arcnat/IAS/EN/
4.8. Client-side and server-side execution

On its origins Web applications were built over a client/server architecture where the server-side is responsible for all processing leaving to the client-side (the web browser) just the display of the content information. The advent of new technologies such as JavaScript, Java and Active-X, for example, put on the client more interactive than just display functions. We define client-side execution as any processing changing the state of the application without communication with a web server. Server-side execution, at its turn, is defined as any instruction processed on a web server following a client’s request.

Transient states and system/completion transitions in SWC are suitable to describe executable states and system initiative on web applications but they say nothing about where (on the client- or server-sides) it occurs. SWC do not impose a particular architecture for the design and a modelling can be quite easily implemented using as thin-client architecture (no processing in the client-side) or a robust-client (full client-side functionality). However, at this time we have not included a description about how to model objects in a container, so we could consider that transient states are always on the server-side.

5. Discussion and Related Work

Research work in navigation modelling has a long history in hypertext and multimedia domain [16, 20 and 22]. Web applications are directly originated from this research field and much of the web technology related to construction of web pages find its main contributions in hypertext and hypermedia research work.

State-based notations such as Petri nets [16] and Statecharts [14, 18, 20] have been explored to represented navigation for hypertext systems. However, when trying to represent web applications they do not model dynamic content generation, web link-types support (external states, for examples), client and server-side execution, and other aspects related to web domain. Besides, some of them [16, 20] do not make explicit the separation between interaction and navigation aspects in the models while this is a critical aspect for web application.

More recent work devoted to web applications, propose efficient solutions to describe navigation and architecture in a single representation, as it has been done by Connallen [3] with UML stereotypes and Fraternalli with WebML [2]. These approaches mainly target data-intensive applications and propose even prototyping environments to increase productivity. The main inconvenient is that navigation is
described at a very coarse grain (for instance navigation between classes of documents) and it almost impossible to represent detailed navigation on instances of these classes or documents. The same problem appears in KOCH [11]. Other approaches such as UML stereotypes as in [3] and WebML [2] may reduce refrain creativity at design time as they impose the underlying technology and as they do not provide efficient abstraction views of the application under development.

Other studies such as those presented in [4 and 12] take into account all the navigation aspects of web applications (that have been presented in section 4). They are able to represent dynamic content generation and provide efficient support to link-types. However, they do not allow for explicating who (between the user and the system) is triggering events.

Table 1 presents a summary of several notation dedicated to navigation modelling coming from different domains such as Wimp interfaces, hypertext-multimedia systems and web applications. We compare how these notations are able to deal with web design concerns such as those described in section 4. Each aspect is rated according to the following values:

- **N** (no) means that the notation does not support the modelling of such aspect or if it is possible, no information is available on how to cope with it;
- **C** (cumbersome) i.e. the notation provides some support for modelling this aspect but some limitations exist;
- **P** (primitive) the aspect is fully supported and fully documented in the approach (it can be seen as a primitive of the notation).

### Table 1. Comparative study of several notations for modelling navigation.

<table>
<thead>
<tr>
<th>Methods/Notations</th>
<th>WIMP interfaces</th>
<th>Hypertext/Multimedia systems</th>
<th>Web applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Web) Link-types support</td>
<td>LEUNG’s statecharts</td>
<td>Automata [4]</td>
<td>UML class diagrams</td>
</tr>
<tr>
<td>System-driven navigation</td>
<td>Leung’s statecharts</td>
<td>UML stereotypes [3]</td>
<td>UML stereotypes</td>
</tr>
<tr>
<td>Frames</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
</tr>
<tr>
<td>Modularization</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
</tr>
<tr>
<td>Dialog control modelling</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
</tr>
<tr>
<td>Client-side execution</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
</tr>
<tr>
<td>Server-side execution</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
<td>NHK diagrams</td>
</tr>
</tbody>
</table>

**Legend:** N no information is provided, C cumbersome, P primitive.
6. Conclusions and Future work

In this paper we have presented a statechart-based formalism, StateWebCharts (SWC), which is able to deal with navigation design of web applications. SWC is a technological-independent notation whose main intention is to enable designer to model all the specific features required for modelling navigation of web applications.

One of the contributions of the SWC notation proposed here is that it makes explicit in the models the points where users interact with the application with respect to those where the system drives and controls the navigation. Moreover, all elements in SWC have a clear semantic with a corresponding visual representation, which is supposed to increase the legibility of the models. SWC supports client-side execution and server-side execution with some limitations as explained in section 4.8. However, this is an intended limitation as solving this problem (for instance by including architectural information within the notation) would bind models to implementation/architectural concerns too early on the design process. In the same way, SWC is not the best solution for representing interaction on objects inside states. Here again, the focus of SWC is more on the early design phases where low level interaction modelling is premature. Besides, several notations deal very efficiently with these aspects and our goal is more to integrate SWC with such approaches rather than making it suitable for all purposes.

Relationships between SWC models and other models that has to be built during the development process of web applications has already been studied and can be found in [23]. For instance this paper presents how conformance between task models and SWC can be checked. This is another advantage of using formal description techniques for navigation modelling.

As for future work, we intend to use SWC model as a key component of the evaluation phase. Indeed, this phase is really critical for web application development as they are by nature hard to test and evaluate. The idea is to exploit the models to pilot and drive (possibly remote) evaluations by providing users with structural information about navigation and continuously monitoring coverage of the tests.
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