Abstract

One of the important steps in processing the worst case execution time (WCET) of a program is to determine the loops upper bounds. Such bounds are crucial when verifying real-time systems. In this paper, we propose a static loop bound analysis which associates flow analysis and abstract interpretation. It considers binary operators (+, -, *, \) for the loop increment, nested loops, non-recursive function calls, simple loop conditions (==, !=, <=, >=, &&) and loop upper bound values (instead of intervals). We present the result of our analysis on the Mälardalen benchmark suite and compare them to the recent work of Ermedahl et al.
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1. Introduction

The WCET analysis is necessary when verifying real-time properties. Today, no automatic method for loop bounds analysis can give an exact answer for all loops. Some WCET case studies show that it is important to develop analysis to calculate such information as automatically as possible to reduce the need for manual annotations [12]. Feasible paths through the program have to be studied in order to extract some flow information which is used to statically bind the number of times loops are iterated.

This article presents an approach to calculate upper bounds of loops using flow analysis and abstract interpretation. It is organized as follows: section 2 presents related works. Section 3 presents our method and explains how abstract interpretation proposed by [5] has been adapted and extended to build expressions which represent loop bounds. An illustrating example is given in section 4. Section 5 presents our loop bound analysis results on Mälardalen WCET Benchmark suite [4] and compares them to the results presented in [10]. Section 6 gives our conclusions and presents how to extend our tool to solve more complex loop bounds.

2. Related Work

Several researches have been done about loop bounds. 
• the source language to which the method is applied (C, RTL, Fortran...),
• the management of interruptions (exit, goto...),
• the type of loop conditions (<, <=, >, >=, =, !=, &&, ||),
• the type of increment used (+k, -k, ×k, /k, multiple increments),
• the management of context or not (without, context function calls are not considered, and only constant bounds are considered),
• the management of nested loops.

Healy et al. [14], Florida State University, show how to analyze RTL program representations. They construct expressions of loops using summations for some dependent loop nests and they evaluate them using an algebraic simplifier. They consider exits of loop and only ”+” and ”−” constant increment but neither “×” nor “/”. They support <, <=, >, >=, = and != conditional operators, but neither logical and, nor logical or. Their analysis is also restricted to bound expressions which use integer constants or loop variables of nested loops (initial and limit values have to be constant because they do not consider the context).

Kirner bases his work [15] on [14] in order to adapt the analysis to C programs but without nested loops. He introduces, into the source code, annotations on flat loops so that, if no bound can be automatically found, the analysis can revert to user annotations.
Bound-T [1], an industrial tool, proposes a loop bound analysis which estimates ranges and increments of loop counters. It is based on the Omega project which handles Fortran nested loops (for loops) but procedure calls and arbitrary control flow are not processed.

aiT [2], another industrial tool, uses analyses on abstract interpretation and data flow analysis but, like previous quoted works, only considers loops counters using + or − operators.

In the recent work of Ermeloldh et al. [10], a component of the SWEET WCET analysis tool is used for loop bound computation. This component is based on abstract execution (AE), a form of symbolic execution [14, 17], which itself is based on abstract interpretation. Their analysis uses intervals, where an interval represents all possible values of variables (loop, increment, input, ...). For instance, \( i = [1..20] \) represents all concrete states where \( 1 \leq i \leq 20 \) (the variable may be an input). The user can give a variation interval if it cannot be automatically computed. They combine their interval analysis with an interpretation of the loop counter increment called congruence analysis in order to take into account more counter increment possibilities.

The abstract interpretation [7] is used to consider each variable assigned in a loop. Ammarguellat et al. [5] extend it to consider any assigned variable in spite of function call.

Our method combines loop bound expression building as in Healy [15, 14] to abstract interpretation as in [10] by extending the Ammarguellat approach [5].

### 3. Method

In order to determine loop bounds, we develop a method of static analysis based on the execution flow analysis of C programs and on abstract interpretation. It adapts and extends the approach explained in [5]. It integrates function calls (except recursive ones). It deals with C programs which are correct by hypothesis, and without interruptions.

Most of these restrictions would be relaxed using Calipso [6], a code simplifier. Our analysis considers loop constant increments (+, −, ×, /) which are not modified by the loop but possibly by the program, considers also nested loops, and the following loop condition type: ==, !, <, <=, >, >=. In some case our method deals with the && loop condition.

Our method consists in three steps:

In step 1, we construct an annotated context tree of the program. A context tree sums up the loop structure of the program in a tree whose nodes are either loops, or function calls. Each function call is completely expanded in the tree to take into account the full context of a loop. The annotations of this context tree are used in the next step to evaluate the bounds for each loop call.

The goal of this step is to automatically calculate data flow information for each loop and each function call. It considers each of them according to the Ammarguellat method i.e. each function independently of the other ones. In fact, we transform the initial loop into an equivalent one (normal form) in term of number of iterations and functional effects such as the abstract interpretation becomes easier and, if it is possible, we associate to it an expression of its number of iterations independently of its call context. The expression can represent the exact number of iterations or an expression bounding it. As an example, for \( i=0; i<N; i=+1 \) is iterated \( N \) times, but we may only state that for \( i=0; i<N \&\& \text{bool}; i=+1 \) is iterated at most \( N \) times, where \( \text{bool} \) is a boolean expression.

In step 2, we go through the tree in a depth-first traversal and we try to associate to each loop of the tree an expression representing its bound depending of its context (function calls and including loops). In fact, for a loop \( i \), we construct two expressions for the current context: one which represents the total number of iterations for the whole program execution, called \( \text{total} \), and the other one which represents the maximum number of iterations for each startup, called \( \text{max} \). We apply an extension of the Ammarguellat method described in [5] to evaluate abstract stores. An abstract store is a map from an identifier to an expression, or from an identifier to a subscript expression and an expression.

In step 3, for each loop call, we compute the value of the two previous expressions (including the context: for example, if the loop is located in a function, we evaluate the maximum for each call of the function). The maximum for a loop is then the maximum between the loop maxima for all “call contexts”.

### 4. Example

In this section, we present a complete example of two nested loops.

\[
\text{for } (i=2; i<8; i+=2) \quad \text{ // } L_1 \\
\text{for } (j=i; j<8; j+=3) \quad \text{ // } L_2
\]

**Step 1:** Table 1 shows the results of the step 1 analysis.

**Step 2:**

- \( L_1 \) has no nested loop then \( e_1 = \text{total}_1 = \text{max}_1=[5/2 + 1] \)
- \( L_2 \) is nested in \( L_1 \): The local context of \( L_1 \) body without \( L_2 \) is called \( \sigma = \{ i \leftarrow i + 2 v_0 \} \).
As $e_2$ depends on a variable assigned in $\sigma$ then we apply EvalStore on $e_2$ according $\sigma$ context:

\[
e_2 = [(8 - i - 1)/3 + 1] \{ i \leftarrow 2 + 2v_0 \}
\]

\[
e_2 = [(8 - (2 + 2v_0) - 1)/3 + 1]
\]

Then we build total$_2$ and max$_2$ expressions:

\[
total_2 = \sum_{v_0=0.2}[(8 - (2 + 2v_0) - 1)/3 + 1]
\]

\[
max_2 = \max_{v_0=0.2}[(8 - (2 + 2v_0) - 1)/3 + 1]
\]

**Step 3:**

\[
total_1 = max_1 = [5/2 + 1] = 3
\]

\[
max_2 = \max_{v_0=0.2}[(8 - (2 + 2v_0) - 1)/3 + 1]
\]

As $[(8 - (2 + 2v_0) - 1)/3 + 1]$ decreases, changing $v_0$ by 0 gives $max_2$:

\[
max_2 = [5/3 + 1] = 2
\]

\[
total_2 = \sum_{v_0=0.2}[(8 - (2 + 2v_0) - 1)/3 + 1] = 5
\]

Although total$_2$ can not be easily evaluated, we estimate an upper bound:

\[
total_2 \leq \sum_{v_0=0.2}((5 - 2v_0)/3 + 1)] = 6
\]

If the upper bound would have been greater than the product between max$_2$ and total$_1$, our result would have been $2 \times 3 = 6$.

**5. Measurements and evaluations**

We have used Calipso [6] to transform the initial C program in order to remove unstructured statements like goto, break or continue and we have implemented our approach in OCAML using the C parser FrontC [3]. In this part, we give loop bounds and computation times obtained with our method and compare them to the results of [10] on the Mälardalen WCET Benchmark suite [4]. While Ermedahl times were obtained with a 3 GHz PC running Linux, our times have been measured on a Core 2 Duo Processor 2GHz running Linux.

Table 2 shows the results of our loop bound analysis and includes the comparison with [10] obtained with the SWET tool. Values with a subscripted $E$ like $B_E$ or $Total_E$ represent the statistics given in [10]. $L$ is the number of loops counted according to the context, $B$ the number of loops successfully bounded by our analysis and $%B$ its percentage relative to $L$.

$R_{max}$ and $R_{total}$ gives information about the cause of a loop bound overestimation for maximum and total bounds. The three numbers give the number of overestimated cases caused by, respectively, (1) conditionally executed loops, (2) overestimation in the evaluation of step 3 and (3) too complex loop conditions.

$E_{max}$ and $E_{total}$ is the number of exactly bounded loops and $%E$ its percentage on $L$. Time is the computation time for each benchmark and is expressed in seconds.

In average, we can resolve about 84% of loops contained in the benchmark suite versus 63% for [10]. In the same way, although our analysis is not parallel, our computation times (about 46s) are faster than Ermedahl approach (about 500s). Yet, there are some benchmarks where our results are worse. $fac$ contains recursive functions and cannot be computed, $fir$ because of multiple increments, $ndes$ gives overestimated bounds because some loops are contained in if statements, $ud$ contains a break tightening the loop bound but that cannot be exploited.

Table 3 shows results on programs of the benchmark suite not presented in [10].

**6. Conclusion and Further Work**

We have presented a static loop bound analysis based on flow analysis and abstract interpretation. It proceed by building a context tree of the program, by evaluating symbolic expressions of the loop bounds and then by resolving these expressions according the running context of the loop. Our first results improve previous works we are aware of [10, 8].

We do not use interval analysis as in [10, 1] because we
<table>
<thead>
<tr>
<th>Program</th>
<th>L</th>
<th>$B_E$</th>
<th>B</th>
<th>%B</th>
<th>$R_{max}$</th>
<th>$R_{total}$</th>
<th>$E_{max}$</th>
<th>$E_{total}$</th>
<th>%E</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>adpcm</td>
<td>27</td>
<td>18</td>
<td>26</td>
<td>96%</td>
<td>1, 1.0</td>
<td>8, 1.0</td>
<td>25</td>
<td>18</td>
<td>92%</td>
<td>9.233</td>
</tr>
<tr>
<td>bs</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cnt</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>100%</td>
<td>4</td>
<td>100%</td>
<td>2</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cover</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>100%</td>
<td>3</td>
<td>100%</td>
<td>1</td>
<td>0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>crc</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>100%</td>
<td>6</td>
<td>100%</td>
<td>2</td>
<td>0.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>duff</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>100%</td>
<td>2</td>
<td>100%</td>
<td>1</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>edn</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>100%</td>
<td>12</td>
<td>100%</td>
<td>12</td>
<td>0.468</td>
<td></td>
<td></td>
</tr>
<tr>
<td>expint</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>100%</td>
<td>3</td>
<td>100%</td>
<td>3</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fac</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recursive functions are not supported</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fdct</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>100%</td>
<td>2</td>
<td>100%</td>
<td>2</td>
<td>0.032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fft1</td>
<td>30</td>
<td>7</td>
<td>23</td>
<td>70%</td>
<td>0, 0, 10</td>
<td>13</td>
<td>37</td>
<td>1.116</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fibcall</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fir</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>50%</td>
<td>1</td>
<td>50%</td>
<td>1</td>
<td>0.208</td>
<td></td>
<td></td>
</tr>
<tr>
<td>insertsort</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>100%</td>
<td>2</td>
<td>100%</td>
<td>2</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jcomplex</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jf dctint</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>100%</td>
<td>3</td>
<td>100%</td>
<td>3</td>
<td>0.024</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lcdnum</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ludcmp</td>
<td>11</td>
<td>6</td>
<td>11</td>
<td>100%</td>
<td>0, 2, 0</td>
<td>9</td>
<td>81</td>
<td>0.284</td>
<td></td>
<td></td>
</tr>
<tr>
<td>matmult</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>100%</td>
<td>7</td>
<td>100%</td>
<td>7</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ndes</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>100%</td>
<td>1, 0, 0</td>
<td>11</td>
<td>91</td>
<td>0.416</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ns</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>100%</td>
<td>4</td>
<td>100%</td>
<td>4</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nsichneu</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>100%</td>
<td>1</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>prime</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qsort-exam</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0.052</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sqrt</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>100%</td>
<td>1, 0, 0</td>
<td>2</td>
<td>100%</td>
<td>0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>select</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>statemate</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0.944</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ud</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>100%</td>
<td>0, 2, 0</td>
<td>9</td>
<td>81</td>
<td>0.040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>164</td>
<td>138</td>
<td></td>
<td>84%</td>
<td>1, 3, 12</td>
<td>8, 3, 12</td>
<td>121</td>
<td>74%</td>
<td>45.26</td>
<td></td>
</tr>
<tr>
<td>TotalE</td>
<td>164</td>
<td>104</td>
<td></td>
<td>63%</td>
<td>8, 4, 15</td>
<td>8, 4, 15</td>
<td>151</td>
<td>70%</td>
<td>46.02</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Results of loop bound analysis
replace loop bounds by expressions containing summations or maximum functions computed using all values of the loop variable. Yet, considering an interval may solve some problems: for instance, in case of arrays or input values coming from external functions, in particular from sensors in nested programs where values are not known but only an interval of inputs values is known. If a loop bound depends on such an input, it may be interesting to consider intervals in our approach. However, to maintain our short execution time, we have to limit interval consideration on very specific context. We can notice that when we cannot evaluate the bound of loop for which \( e_i \) has been built, we produce \( \max \) and sometimes total expressions that the user can use to evaluate manually as annotations.

Some kinds of loops as found in the sinus function are very frequently used in WCET Benchmark, and it is possible to express the three loop bounds of this function according to several input intervals if we recognize this function. It would require introducing patterns of loops for function libraries. Patterns are used for very simple loops by [8]. But, unlike this kind of pattern, our patterns as represented in our loop bound analysis would be more abstract and therefore applicable to more loop configurations. [8] also evaluates lower bounds of loops, whereas our tool does not evaluate them. However, when \( \max \) is evaluated, \( \min \) can be evaluated so it may be easy to extend our approach even if the lower bound cannot be evaluated in some cases. This information may be useful for example when we study the WCET with caches, for instance to know if the loop has been executed at least once.

It would be interesting to obtain results of aiT [2] on the Mälardalen WCET Benchmark suite in order to complete our comparison. Unfortunately, such results are not published to our knowledge.

We are currently trying to generalize the if instruction evaluation. Today, we consider loops with only a single condition containing \( v_i \) expression and \(<,\leq,>,\geq,\neq,\approx,!= \) operators. This could be extended to take into account operators in loop conditions.

We also consider only one induction variable, monotonically increasing or decreasing variables. We will study an extension of the first step to increase the number of loops considered but it may increase the last step difficulties.

It may also be useful to construct expressions which could be evaluated directly by a mathematical solver. Another further work would be to examine multiple increments by changing the abstract store representation to take into account multiple values for variables.
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