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Abstract

The goal of personalization in information retrieval is to tailor the search engine results to the specific goals, preferences and general interests of the users. We propose a novel model that considers the user’s interests as sources of evidence in order to tune the accuracy of documents returned in response to the user query. The model’s foundation comes from influence diagrams which are extension of Bayesian graphs, dedicated to decision-making problems. Hence, query evaluation is carried out as an inference process that aims to computing an aggregated utility of a document by considering its relevance to the query but also the corresponding utility with regard to the user’s topics of interest. Experimental results using enhanced TREC collections indicate that our personalized retrieval model is effective.

1 Introduction

Numerous theoretical and empirical works [3, 4] suggest that information retrieval (IR) takes place in a context determined by various elements such as users’ goals, preferences and interests that have a huge impact on the user’s relevance statement of the information returned in response to his information need. Based on these findings, information personalization is an active research area that consists mainly in enhancing an information retrieval process with the user’s context with the aim of providing accurate results. There are two kinds of contexts; the short-term context, which is the surrounding information which emerges from the current user’s information need in a single session. The other kind of context is long-term context which refers generally to the user’s interests that have been inferred across the past user sessions.

Recent studies suggest furthermore that user’s searches may have multiple goals or topics of interest and occur within the broader context of their information-seeking behaviors [12]. Research studies also indicate that IR researches often include such multiple topics, during a single session or multitasking search [11]. They found that multitasking information seeking is a common behaviour as many IR system users conduct information seeking on related or unrelated topics. The objective of the contribution reported in this paper is to highlight the prevalence and the usefulness of the evidence extracted from multiple user’s interests in order to tune the accuracy of the results presented in response to the query. The main research questions addressed are: (1) how to model a personalized retrieval task within a broad variety of topics? (2) how to pool such topics in order to measure the relevance of a document in response to a specific user query?

The inspiration and foundation of the present work come from Bayesian theory. More precisely, we claim that personalized retrieval is a decision-making problem as we shall make decisions about what information is relevant using both the probability of relevance of a document, and also the usefulness of the document to be presented according to each user interest (topic of interest). For this reason, the theoretical retrieval model we attempt to specify is based on an influence diagram (ID) [8] which is an extension of Bayesian networks to decision-making problems.

The remainder of this paper is structured as follows. After reviewing related work in section 2, we formally present in section 3, the main problem addressed in the paper. In section 4 we describe the qualitative and the quantitative components of our influence-diagram based personalized retrieval model and then detail the query evaluation process. In section 5, we present first, an evaluation framework based on a user simulation process that aims to enhancing TREC data collections with user’s multi-topic resources. It is fol-
Personalization is carried out by re-ranking the top documents returned to a query using an RSV function that combines both similarity document-query and document-user. The profiling component of ARCH [9] manages a user’s interests. A user profile consists of a set of categories, and for each category, a set of weighted terms. Relevance estimation function. For this aim, we explore an explicit part of the formal retrieval model and not as a basic relevance estimation function. For this aim, we explore the use of ID which are Bayesian probabilistic tools dedicated to decision-making problems. Our goal is to show how user’s interests can be explicitly integrated into an unified model and pooled in order to evaluate the global utility of the decisions related to the relevance of documents within a query. Our contribution in this paper focuses on the personalized retrieval model. We assume that the user’s profile, representing a set of long-term interests, has already been built using an appropriate methodology based on the previous retrieval sessions [13]. Each user’s interest is represented using a term-weighted vector where each term represents a dominant keyword that emerged from the user’s search history. This offers flexibility to plug our personalized retrieval model to various user models.

3 The problem

Intuitively, the problem of personalizing IR may be expressed basically as follows: Given a query Q, the IR system’s problem is to identify those documents D that are relevant to the information need of the user U. From the probabilistic point of view, the IR system’s goal is to find the a posteriori most likely documents for which the probability of relevance of the document D considering the query Q and the user U, noted p(d/q,u), is highest. By Bayes’ law,

\[ p(d/q,u) = \frac{p(q/d,u)p(d/u)}{p(q/u)} \]  

(1)

where d, q and u are the random variables associated to respectively D, Q and U. As the denominator p(q/U) is a constant for a given query and user, we can use only the numerator in order to rank the documents. Thus we define the RSV of a document as:

\[ RSV_{U}(Q, D) = p(q/d, u)p(d/u) \]  

(2)

The first term of equation (2) is query dependent reflecting the closeness of the document D and the query Q according to the user U. The second term, in contrast, is query independent, highlighting the usefulness of the document to the user. This may express the suitability of the document to the whole interests of the user when seeking information. In the case that we state that the user is modelled using a set of topics C_1, C_2, ..., C_n, the formula (2) gives:

\[ RSV_{U}(Q, d) = p(q/d, c_1, c_2, ..., c_n) p(d/c_1, c_2, ..., c_n) \]  

(3)

where c_i refers to a random variable associated to the user’s interest C_i. The formula (3) highlights that:

1. two key conditions are prevalent when computing the relevance of documents: (1) relevance condition that ensure that the selected documents are close to the query, (2) the usefulness condition that ensure that the selected documents are consistent with the user’s topics of interest,
2. maximum likelihood of a document is achieved when maximizing the coverage of the information according to the different topics. The user may choose the degree of relevance to integrate either all or a sublist of topics of interest during the personalization process.

By considering this manner of addressing the information personalization problem in the context of multi-user interests, we are hence attracted by formulating it in a mathematical model based on a utility theory supported by ID wich are extension of Bayesian models. The problem is globally expressed through $I(D, C, \mu)$:

- document variable set $D = \{d_1, d_2, ..., d_n\}$ where $n$ is the number of documents in the collection,
- user’s interests variable set $C = \{c_1, c_2, ..., c_u\}$ where $u$ is the $u^{th}$ topic of interest,
- utility set $\mu = \mu_1, \mu_2, ..., \mu_u$ where $\mu_i$ expresses the utility of a fixed document $D$ to the user interest $C_i$.

The problem of information personalization takes then the form of ordering the documents $D_i \in D$ according to $\mu(D_i) = \Psi(\mu_1, \mu_2, ..., \mu_u)$ where $\Psi$ is an appropriate aggregation operator that combines evidence values from $C_1, C_2, ..., C_u$. With respect to the probabilistic view illustrated above, the problem takes form of:

$$RSV_U(Q, D) = \Psi_{j=1..u}(\mu(d, c_j)p(q/d, c_1, c_2, ..., c_u))$$  \hspace{1cm} (4)

The following section gives formal details of our personalized IR model based on the above specification.

4 The personalized retrieval model

4.1 The diagram qualitative component

The proposed network architecture appears on Figure (1). From a qualitative point of view, nodes in the graphical component represent different kinds of information expressed by three types of nodes: the chance nodes, the utility nodes and the decision nodes.

The chance nodes represent the whole of binary random variables used in our model expressed by the set $V = Q \cup D \cup C \cup T$ where the set $D = \{D_1, D_2, ..., D_n\}$ represent the set of documents in the collection, $C = \{C_1, C_2, ..., C_u\}$ represent the set of specific user’s long-term interests, $T = \{T_1, T_2, ..., T_m\}$ represent the set of terms used to index these documents and user’s interests and $Q$ represents the user’s query. Each chance node $X$ in the set $V$ takes values in a binary domain $\{x, \overline{x}\}$ which indicates the positive and the negative instantiation respectively. More precisely, for each document node in $D$, $d_i$ traduces, as in the Turtle model [15], that the document $D_i$ has been observed and so introduces evidence in the diagram, all the remaining documents nodes are set to $\overline{d_i}$ alternatively to compute the posterior relevance. Similarly, $c_k$ and $T_k$ express respectively that the context $C_k$ is observed or not observed. For each term node, $t_i$ expresses that the term $T_i$ is relevant for a given query, and $t_i$ that the term $T_i$ is not relevant for a given query. The relevance of a term means its closeness to the semantic content of a document. In the domain value of the query $\{q, \overline{q}\}$, $q$ means that the query is satisfied and $\overline{q}$ that it is not satisfied. As only the positive query instantiation is of interest, we consider $Q = q$ only.

A utility node is attached to each decision node related to present the document by taking into account the user’s interest. So, we associate for each document $D_j$ and each user interest $C_k$ one utility node. All the values given by the pair $(D_j, C_k)$ are used by a specific utility node in order to compute the global utility attached to the decision to return this document $D_j$ according to the whole user’s interests.

A decision node $R_j$ is associated to each document $D_j$ in the collection. It represents the decision to state that the document $D_j$ is relevant. The node $R_j$ represents a binary random variable taking values in a domain $dom(R_j) = \{t_j, \overline{t_j}\}$.

Informative arcs join each term node $T_i$ to each document node $D_j \in D$ and each user interest node $C_k \in C$, whenever $T_i$ belongs to $D_j$ and $C_k$. This simply reflects the dependence between the relevance values of both document, user’s interests and terms used to index them. There are also arcs which connect each term node with the query node. We note $Pa(.)$ the parent sets for each node in the network: $\forall T_i \in T, Pa(T_i) = \tau(D_j) \cup \tau(C_k), \forall D_j \in D, Pa(D_j) = \emptyset, \forall C_k \in C, Pa(C_k) = \emptyset$, where $\tau(D_j)$ and $\tau(C_k)$ represent the index terms.

Influence arcs specify the influence degree of the variables associated with a decision. More precisely, they join in our model, the decision nodes, user’s interest nodes and
document nodes by using an aggregation operator specified below.

4.2 The diagram quantitative component

4.2.1 Probability distributions

We compute the posterior probability or belief associated with each node in the network as follows.

- **Query node.** Taking into account only the positive configuration terms parents \( R(pa(Q)) \) (noted further \( \theta \)), we can compute the probability function attached to a query node using the noisy-Or aggregation operator [6] such as:

\[
p(Q/pa(Q)) = \begin{cases} 
0 & \text{if } (Pa(Q) \cap R(Pa(Q)) = \varnothing \\
\frac{1 - \prod_{T_i \in R(pa(Q)) \cap nidf(T_i)} \prod_{T_i \in Pa(Q) \cap nidf(T_i)}}{1 - \prod_{T_i \in Pa(Q) \cap nidf(T_i)}} & \text{otherwise}
\end{cases}
\]

where \( nidf(T_i) \) is the normalised idf of the term \( T_i \).

- **Term node.** Assuming the independency hypothesis between the document and each of the user’s interests, \( p(t_i/d_j, c_k) \) is computed as: \( p(t_i/d_j) \ast p(t_i/c_k) \). The probability that a term accurately describes the content of a document and user’s interest can be estimated in several ways. We propose:

\[
p(t_i/d_j) = \left\{ \begin{array}{ll}
\sum_{T_i \in r(D_j)} w_{td}(i,j) & \text{if } T_i \in \tau(D_j) \\
\delta_d & \text{otherwise}
\end{array} \right.
\]

(6)

\[
p(t_i/c_k) = \left\{ \begin{array}{ll}
\sum_{T_i \in r(C_k)} w_{tc}(i,k) & \text{if } T_i \in \tau(C_k) \\
\delta_c & \text{otherwise}
\end{array} \right.
\]

(7)

where \( w_{td}(i,j) \) and \( w_{tc}(i,k) \) are respectively the weights of the term \( T_i \) in the document \( D_j \) and user’s interest \( C_k \), \( \delta_d \) and \( \delta_c \) constant values (0 ≤ \( \delta_d, \delta_c \) ≤ 1) expressing the default probability value.

4.2.2 The Utility value

An utility value expresses the degree of the closeness between the document \( D_j \) and the user’s interest \( C_k \). We propose the following formula to compute \( \mu(r_j/c_k) \):

\[
\mu(r_j/c_k) = \frac{1 + \sum_{T_i \in D_j \cap C_k} nidf(T_i)}{1 + \sum_{T_i \in D_j - C_k} nidf(T_i)}
\]

(8)

\( \mu(\tau_j/c_k) \) is computed as: \( \mu(\tau_j/c_k) = \frac{1}{\mu(r_j/c_k)} \).

4.3 Relevance scoring

Following the decision theoretical support of our approach, we propose the following mapping function which ranks the documents according to the quotient between the expected utility of retrieving them and the expected utility of not retrieving them, computed as:

\[
RSV_U : \begin{cases} 
R \rightarrow R \\
RSV_U(Q, D) \leftarrow \frac{EU(r/D)}{EU(\overline{r}/D)}
\end{cases}
\]

(9)

where \( EU(r/D) \) (resp. \( EU(\overline{r}/D) \)) is the expected utility of the decision “\( D \) is relevant, to be presented” (resp. “\( D \) is irrelevant, not to be presented”).

\( EU(r/D) \) is computed as follows (when assuming that the prior probabilities \( p(t_i) \) and \( p(c_i) \) are equal):

\[
EU(r/D) = \Psi_{k=1..u} \left[ \prod_{T_i \in Q \cap P_a(D_j \cup C_k)} p(q/d, c_k) \right]
\]

(10)

By applying the joint law and assuming that documents and user’s interests are independent, and terms are also independent \( EU(r/D) \) is computed as:

\[
EU(r/D) = \Psi_{k=1..u} \left[ \prod_{T_i \in Q \cap P_a(D_j \cup C_k)} p(q/d, c_k) \right]
\]

(11)

\( EU(\overline{r}/D) \) is consequently computed as:

\[
EU(\overline{r}/D) = \Psi_{k=1..u} \left[ \prod_{T_i \in Q \cap P_a(D_j \cup C_k)} p(q/d, c_k) \right]
\]

(12)

where \( \theta \) represents the whole possible configurations of the terms in \( pa(Q) \), \( \theta_s \) the \( s \) order configuration, and \( \theta_s^r \) the \( s \) order configuration for the term \( T_i \) in \( pa(Q) \) and \( \Psi \) an appropriate aggregation operator specified below.

4.4 Relevance aggregation

The problem addressed at this level concerns the joint utility estimation of a document according to the whole user’s interests. Assuming that the query may cover one major topic or various sub-topics, we shall specify the aggregation operator \( \Psi \) on the basis of the relatedness of the user’s interests.

- **Hypothesis 1:** User’s interests are unrelated

In this case, the rank of a document should be high
according to the suitable user’s interest and low according to the others. A Possible formulation of the aggregation operator is:
\[
\Psi(z_1, ..., z_u) = Max(z_1, ..., z_u)
\]
where \(z_k = \mu(r/c_k) \cdot p(q/d, c_k)\) according to the formula (11), \(u\) is the number of user’s interests

- **Hypothesis 2: User’s interests are related**

  The relatedness of user interests implies a possible reinforcement of the information relevance according to the query. This could express in some cases as the presence of subtopics of a general topic as in hierarchical representations. A Possible formulation of the aggregation operator is:
\[
\Psi(z_1, ..., z_n) = \sum (z_1, ..., z_u)
\]

5 Evaluation

We present below our framework evaluation and then describe our experiments and discuss the results obtained.

5.1 Framework evaluation

In order to evaluate the effectiveness of our model, we need the following three datasets: (1) a document collection (2) query topics and relevant judgments and (3) user’s interests. We used a TREC data set from disk 1 and disk 2 of the ad hoc task containing 741670 documents issued from journals like Associate Press (AP) and Wall Street Journal (WSJ) which provides the requirements (1) and (2). We particularly tested the queries among \(q_{51}-q_{100}\) because they are enhanced by the domain meta data that gives the query domain of interest. The collection contains queries addressing 12 domains of interest. We choose randomly four among them: Environment, Law & Government, International Relations and Military.

We exploited the domain meta data in order to achieve the requirement (3) related to the user’s interests. In order to map the query domains to realistic and dynamic user’s interests, we applied the OKAPI algorithm that allows us to build a user’s interest vector according to the BM25 formula:
\[
wtc(i, k) = \log (r/0.5)/(R - r + 0.5)
\]
where \(R\) is the number of relevant documents to the queries belonging to \(C_k\), \(r\) the number of relevant documents containing the term \(T_i\), \(n\) the number of documents containing the term \(T_i\), \(N\) is the total number of documents in the collection. For each specific domain tested addressed with \(n\) queries, we built \(n\) different user’s interests. Furthermore, in order to validate our personalized retrieval model, we compared its performances to a naive Bayesian model [15].

5.2 Experimental results

We attempt to achieve through our experiments two main objectives: (1) evaluating the effectiveness of our model over the various simulated user’s interests embedded within different domains of interest identified in the collection (2) tuning the aggregation operator according to the relatedness of the user’s interests.

Table (1) presents the retrieval performance measures expressed using the well known \(P@5\), \(P@10\) and \(MAP\) metrics on each of the four domains experimented. We can notice that our personalized IR model is effective and achieve significant performance improvements over the traditional bayesian model for all the domains. The degree of improvement varies however from a query to another. This is probably depending, in one hand, on the relatedness between the simulated user’s interests and the query domain (expressed in our model using a utility measure) and in the other hand, on the performance level of the baseline.

In the second series of experiments, we focus on the choice of a suitable aggregation operator. Tables (2 and 3) present the average results obtained for a pair of related domains (International relations and Law&Gov) and quite unrelated ones (Environment and Military) using the sum and the max aggregation operators.

The experimental results presented above reveal that the sum operator is outperformed by the max operator in the case of both related and unrelated domains. This finding
doesn’t match our intuition specified earlier about related domains of interest. This could be explained by a false hypothesis on the degree of effective relatedness between the two domains via the document collection. Further interesting work will consist on exploring the common data distributions between relevant documents related to the queries issued from these specific domains. A good correlation would be an effective indicator of relatedness that can be really exploited to tune the aggregation operator.

6 Conclusion and further work

In this article, we have presented a new personalized IR model based on ID. The Bayesian theoretical support offers a solid fundation for representation of uncertainty about various kinds of information (documents, terms, query, user’s interests) and dealing accurately, when seeking information, with preferences embedded in the user’s interests. This model has been endowed with an inference propagation process that allows to perform a personalized query evaluation. The experimental evaluation results using an enhanced TREC data test collection, show that our model is effective. As future works, we plan to explore the analysis of the document collection in order to identifying other user’s interests parameters to be used for query evaluation. Furthermore, we plan to study new probability estimations and other appropriate aggregation operators in order to combine more accurately the evidence issued from the broad variety of user’s interests.
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### Table 2. Aggregation of unrelated domains of interest

<table>
<thead>
<tr>
<th>Domains</th>
<th>$\sum$ Operator</th>
<th>$\max$ Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@5</td>
<td>P@10</td>
</tr>
<tr>
<td>Environment</td>
<td>0.30</td>
<td>0.25</td>
</tr>
<tr>
<td>Military</td>
<td>0.28</td>
<td>0.40</td>
</tr>
</tbody>
</table>

### Table 3. Aggregation of related domains of interest

<table>
<thead>
<tr>
<th>Domains</th>
<th>$\sum$ Operator</th>
<th>$\max$ Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@5</td>
<td>P@10</td>
</tr>
<tr>
<td>Intern. Relations</td>
<td>0.50</td>
<td>0.55</td>
</tr>
<tr>
<td>Law Government</td>
<td>0.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>