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Abstract Recent studies suggest furthermore that user’s searches ma
have multiple goals or topics of interest and occur within
The goal of personalization in information retrieval isto the broader context of their information-seeking behavior
tailor the search engine results to the specific goals, pref- [12]. Research studies also indicate that IR researches oft
erences and general interests of the users. We propose anclude such multiple topics, during a single session ormul
novel model that considers the user’s interests as sourceditasking search [11]. They found that multitasking infor-
of evidence in order to tune the accuracy of documents re-mation seeking is a common behaviour as many IR system
turned in response to the user query. The model’s funda-users conduct information seeking on related or unrelated
tion comes from influence diagrams which are extension oftopics. The objective of the contribution reported in thas p
Bayesian graphs, dedicated to decision-making problems.per is to highlight the prevalence and the usefuleness of the
Hence, query evaluation is carried out as an inference pro- evidence extracted from multiple user’s interests in otder
cess that aims to computing an aggregated utility of a doc- tune the accuracy of the results presented in response to the
ument by considering its relevance to the query but also thequery. The main research questions addressed are: (1) how
corresponding utility with regard to the user’s topics of in  to model a personalized retrieval task within a broad variet
terest. Experimental results using enhanced TREC collec-of topics? (2) how to pool such topics in order to measure
tions indicate that our personalized retrieval model igeff ~ the relevance of a document in response to a specific user
tive. query?
The inspiration and foundation of the present work come
from Bayesian theory. More precisely, we claim that per-
1 Introduction sonalized retrieval is a decision-making problem as wd shal
make decisions about what information is relevant using
Numerous theoretical and empirical works [3, 4] suggest both the probability of relevance of a document, and also
that information retrieval (IR) takes place in a contexedet  the usefulness of the document to be presented according
mined by various elements such as users’ goals, preference® each user interest (topic of interest). For this reado, t
and interests that have a huge impact on the user’s relevanceheoretical retrieval model we attempt to specify is based
statement of the information returned in response to his in-on an influence diagram (ID) [8] which is an extension of
formation need. Based on these findings, information per- Bayesian networks to decision-making problems.
sonalization is an active research area that consists ynainl The remainder of this paper is structured as follows. Af-
in enhancing an information retrieval process with the'aser ter reviewing related work in section 2, we formally present
context with the aim of providing accurate results. There in section 3, the main problem addressed in the paper. In
are two kinds of contexts; the short-term context, which is section 4 we describe the qualitative and the quantitative
the surrounding information which emerges from the cur- components of our influence-diagram based personalized
rent user's information need in a single session. The otherretrieval model and then detail the query evaluation preces
kind of context is long-term context which refers generally In section 5, we present first, an evaluation framework based
to the user’s interests that have been inferred across #ie pa on a user simulation process that aims to enhancing TREC
user sessions. data collections with user’s multi-topic ressources. fbis



lowed by experimental results that show the effectivenéss o how user’s interests can be explicitly integrated into ain un

our model. Section 5 concludes the paper. fied model and pooled in order to evaluate the global util-
ity of the decisions related to the relevance of documents
2 Reated work within a query. Our contribution in this paper focuses on

the personalized retrieval model. We assume that the user’s

The key idea behind personalizing IR is to customize profile, representing a set of long-term interests, hasdjyre
search based on specific user’s interests. Therefore, as Been built using an appropriate methodology based on the
personalized search engine is intended for a wide varietyPrevious retrieval sessions [13]. Each user's interestps r
of users with different goals, preferences and interests, i fesented using a term-weighted vector where each term rep-
has to learn the user model first and then to exploit it in fesents a dominant keyword that emerged from the user's
the retrieval task in order to provide more accurate results Search history. This offers flexibility to plug our personal
Numerous works in IR address the critical question of user ized retrieval model to various user models.
modelling, particularly using implicit feedback technégu
[5, 14, 10]. This paper focuses on the second critical ques-3 The problem
tion related to the ranking model that considers the learned
interests of the user when computing the relevance of adoc-  Intuitively, the problem of personalizing IR may be ex-
ument. In the following, we particularly report work on in-  pressed basically as follows:
formation personalization within multiple user’s intei®s  Given a queryQ, the IR system’s problem is to identify
In [10], the authors model the user’s interests as weightedthose document® that are relevant to the information need
concept hierarchies extracted from the user’s searchrijisto of the userU. From the probabilistic point of view, the IR
Personalization is carried out by re-ranking the top docu- system’s goal is to find tha posteriorimost likely doc-
ments returned to a query using an RS¥hction thatcom-  uments for which the probability of relevance of the doc-
bines both similarity document-query and document-user.umentD considering the quer® and the usetJ, noted
The profiling component of ARCH [9] manages a user's p(d/q,u), is highest. By Bayes’ law,
profile containing several topics of interest of the usectEa
of them is structured as a concept hierarchy derived from pld/q,u) = pla/d, w)p(d/u) (1)

assumed relevant documents using a clustering algorithm p(q/u)

in order to identify related semantic categories. Personal \ynare d, ¢ andu are the random variables associated to
ization is achieved via query reformulation based on infor- respectivelyD, Q andU. As the denominatop(q/U) is
mation issued from selected and unselected semantic cates -onstant for a given query and user, we can use only the

gories. WebPersonae [1] is a browsing and searching assisp;merator in order to rank the documents. Thus we define
tant based on web usage mining. The different user interest§he RSV of a document as:

are represented as clusters of weighted terms obtained by
recording documents of interest to the user. The relevance RSVy(Q,D) = p(q/d, u)p(d/u) )

of adocumentis leveraged by its degree of closeness to eact}h first t ¢ i . d dent reflecti
of these clusters. In [5] user profiles are used to represent e first term of equatio(2) is query dependent reflecting

the user’s interests. A user profile consists of a set of cate-the closeness of the documénaind the query according

gories, and for each category, a set of weighted terms. Rel0 the uselJ. The second term, in contrast, is query inde-

trieval effectiveness is improved using voting-based merg pendent, highlighting the usefulness of the document to the

ing algorithms that aim to re-rank the documents according :Jhser. hTrlus_n:ay e'z(prefsti the Su'taﬁ'"ty of Lhe d_o<f:umer:_t o
to the most related categories to the query. Recently, ex- € whole Interests of the user when Seeking informaton.

tensions of the Page Rank algorithm [7, 2] have been pro_In the case that we state that the user is modelled using a set
posed. Their main particularity consist in computing multi of topicsCy, Cz, ..., Cn, the formula(2) gives:
ple_sc_ores,_instead ofjus_t one, for each page, one for eachr sV, (¢, d) = p(q/d, c1,ca, ..., cn)p(d/c1, ca, ooy c)  (3)

topic listed in the Open Directory. Our approach for person-

alizing document ranking is different from those previgusl wherec; refers to a random variable associated to the user’s
cited. Our approach attempts to exploit the user profile asinterestC;. The formula (3) highlights that:

an explicit part of the formal retrieval model and notas a 1 . key conditions are prevalent when computing the
source of evidence to re-rank the documents or adapt a ba- relevance of documents : (1) relevance condition that

Srl1c reIevarf1ce es::.mr;atlon function. Fortgui_?lm, we ?leoée ensure that the selected documents are close to the
the use of ID which are Bayesian probabilistic tools ded- query, (2) the usefulness condition that ensure that the

icated to decision-making problems. Our goal is to show selected documents are consistent with the user’s top-
1Relevance Status Value ics of interest,




2. maximum likelihood of a document is achieved when
maximizing the coverage of the information according
to the different topics. The user may choose the degree
of relevance to integrate either all or a sublist of topics
of interest during the personalization process.

Figure 1. The influence diagram topology

By considering this manner of addressing the informa-
tion personalization problem in the context of multi-uger i
terests, we are hence attracted by formulating it in a math-

ematical model based on a utility theory supported by ID @D; ‘25_ _%

wich are extension of Bayesian models. The problem is

globally expressed throughD (D, C, p): O Uity Nodes —> Information arcs
. . O Chance Nodes
e document variable sd? = {dh da, ..., dn} wheren is O DecisionModes - Influence arcs

the number of documents in the collection,

e user’s interests variable sét= {ci, ¢a, ..., ¢, } Wwhere

. o> VAl
u is theu™ topic of interest, has been observed and so introduces evidence in the dia-

o utility setji = 11, ia, ..., stu Wherepu; expresses the  9ram, all the remaining documents nodes are sel, t@l-

utilty of a fixed documenb to the user interest; ternatively to compute the_ posterior relevance. _Similarly
¢ andcg express respectively that the contéXt is ob-

The problem of information personalization takes then served or not observed. For each term nagexpresses
the form of ordering the documeni3; € D according that the terntl; is relevant for a given query, angdthat the
to pua(D;) = ¥(u1, po, ..., 4e) WhereW is an appropriate  termT; is not relevant for a given query. The relevance of a
aggregation operator that combines evidence values fromterm means its closeness to the semantic content of a docu-
C4, Cs, ..., C,,. With respect to the probabilistic view illus- ment. In the domain value of the quefy, g}, ¢ means that
trated above, the problem takes form of: the query is satisfied anglthat it is not satisfied. As only

the positive query instantiation is of interest, we conside
RSVy(Q, D) = Vj—1.u(u(d; ¢;)p(q/d,c1, c2, ...,cu)) (4) Q= qonly.

A utility node is attached to each decision node related
to present the document by taking into account the user’s
interest. So, we associate for each docunientand each
user interesf’;, one utility node. All the values given by the

The following section gives formal details of our personal-
ized IR model based on the above specification.

4 Thepersonalized retrieval model pair (D;, Cy) are used by a specific utility node in order to
compute the global utility attached to the decision to metur
4.1 The diagram qualitative component this documen; according to the whole user’s interests.

A decision nodeR; is associated to each documenf

The proposed network architecture appears on Figurein the collection. It represents the decision to state that t
(1). From a qualitative point of view, nodes in the graph- documentD; is relevant. The nod&; represents a binary
ical component represent different kinds of information ex random variable taking values in a domaiom(R;) =
pressed by three types of nodes : thence nodegheutil- {r;, 75}
ity nodesand thedecision nodes Informative arcsjoin each term nodé&’; to each docu-

The chance nodegepresent the whole of binary ran- ment nodeD; € D and each user interest nodg € C,
dom variables used in our model expressed by thé’ set wheneverT; belongs toD; andCy. This simply reflects
Q U DUCUT where the seD = {D;,Ds,...,D,} the dependence between the relevance values of both docu-

represent the set of documents in the collectiéh, = ment, user’s interests and terms used to index them. There
{C4,Cs,...,C,} represent the set of specific user's long- are also arcs which connect each term node with the query
term interests’ = {Ty,Ts,...,T,,} represent the set of node. We notePa(.) the parent sets for each node in the

terms used to index these documents and user’s interestgetwork: VI; € T, Pa(T;) = 7(D;) U 7(Cy), VD, €
and @ represents the user’s query. Each chance node D, Pa(D;) = ©,VCy € C, Pa(Cy) = @, wherer(D;)

in the setV” takes values in a binary doma{m, z} which andr(C}) represent the index terms.

indicates the positive and the negative instantiationgesp Influence arcsspecify the influence degree of the vari-
tively. More precisely, for each document nodeli d; ables associated with a decision. More precisely, they join
traduces, as in the Turtle model [15], that the docunignt  in our model, the decision nodes, user’s interest nodes and



document nodes by using an aggregation operator specifiedt.3 Relevance scoring

below.
Following the decision theoritical support of our ap-
4.2 The diagram quantitative component proach, we propose the following mapping fuction which
ranks the documents according to the quotient between the
4.2.1 Probability distributions expected utility of retrieving them and the expected wtilit

) N ) ) of not retrieving them, computed as:
We compute the posterior probability or belief associated

with each node in the network as follows. R— R

RSV - , 9
u { RSV (Q, D) — 22/D) ©)

e Query node Taking into account only the positive
configuration terms paren8(pa(Q)) (noted further . .
6), we can compute the probability function attached ~ WhereEU(r/D) (resp. EU(7/D)) is the expected util-

to a query node using theisy-Oraggregation opera- ity of the decisiorf D is relevant, to be presentedfesp’ D
tor [6] such as: is irrelevant, not to be presentell”

EU(r/D) is computed as follows (when assuming that

0if (Pa(Q)N R(Pa(Q)) =@ the prior probabilities(t;) andp(c;)) are equal):
p(Q/pa(Q)) = 1_HTi eR(Pa(Q»fidf(T"') otherwise (5)
1— T, €Pa(@) nidf (T;)

EU(r/D) = Vi=1 u [p(r/ck) * p(a/d,cr)]  (10)

wherenidf (T:) is the normaliseddf of the term’:. By applying the joint law and assuming that documents

e Term node Assuming the independency hypothe- and user’s interests are independent, and terms are also in-
sis between the document and each of the user's in-dependenEU(r/D) is computed as:
terests,p(t;/d;, c;) is computed asyp(t;/d;,ci) = B
p(ti/d;) = p(t;/ck). The probability that a term accu- EU(r/D) = Yi=1.
rately describes the content of a document and user’s

interest can be estimated in several ways. We propose:[ﬂ(r/ck) . Z (p(q/0°) * H (05 /d;) *p(@f/ok))] (11)

65co T:eQN(D;ucy)
S { % if T, € 7(D;) ©) EU(7/D) is consequently computed as:
i/dj) = T er(Dj) . ’
dq otherwise EU(r/D) = Vg1 4
oy s i mer@ o arfa) S p(a/0)  TT w0:/d) <p0; /) | (12)
R W " e et

whered represents the whole possible configurations of
where wtd(i, j) and wtc(i, k) are respectively the the terms inpa(Q), 6 thesorder configuration, ané’ the
weights of the tern¥; in the documenD; and user's s order configuration for the terri; in pa(Q) and ¥ an
interestCy, 64 andd. constant valued)(< 64,6. < 1) appropriate aggregation operator specified below.
expressing the default probability value.

4.4 Relevance aggregation
4.2.2 The Utility value

An utility value expresses the degree of the closeness be- The problem addressed at this level concerns the joint

tween the documertd, and the user's interest,. We pro- ut|I|t¥ e_stlmatmn of a dqcument according to the whole
) " user’s interests. Assuming that the query may cover one
pose the following formula to compuigr; /cx):

major topic or various sub-topics, we shall specify the ag-
1+ Znepj nidf (T;) gregation operato¥ on the basis of the relatedness of the

w(ri/ex) = . (8) user’s interests.
(rs/cx) 1+ET1-6DJ-7C,C nidf (T;)

¢ Hypothesis 1 User’s interests are unrelated
w(75 /cx) is computed asu (75 /c) = 7M(Tj1/0k) In this case, the rank of a document should be high



according to the suitable user’s interest and low ac- 5.2 Experimental results
cording to the others. A Possible formulation of the
aggregation operator is:

V(21 e, 2u) = Maz(zq, ...

We attempt to achieve through our experiments two main
objectives: (1) evaluating the effectiveness of our model
over the various simulated user’s interests embeddedrwithi
different domains of interest identified in the collecti@) (
tunning the aggregation operator according to the related-
ness of the user’s interests.

Table (1) presents the retrieval performance measures ex-

The relatecness of user merosts mplies a possible e reS3e UsiNg e Well NOWAGS, P10 and AP met
. . i P POSSI rics on each of the four domains experimented. We can no-
inforcement of the information relevance according to

th Thi Id ) th tice that our personalized IR model is effective and achieve
€ query. IS could EXpress In Some cases as esignificant performance improvements over the traditional
presence of subtopics of a general topic as in hierar-

chical representations. A Possible formulation of the bayesian model for all the domains. The degree of improve-
P o ment varies however from a query to another. This is proba-
aggregation operator is:

bly depending, in one hand, on the relatedness between the
V(21 .. 2p) = z (21 .. 20) simulated user’s interests and the query domain (expressed
5 Evaluation

) Zu) (13)

wherez, = p(r/ck) * p(q/d, c;) according to the
formula(11), « is the number of user’s interests

14
4 in our model using a utility measure) and in the other hand,
on the performance level of the baseline.
In the second series of experiments, we focus on the choice
We present below our framework evaluation and then de-

scribe our experiments and discuss the results obtained. Baseline Our mode
Environement|P@3P@10MAP| P@5P@10MAP
5.1 Framework evaluation 59 0,40/ 0,40|0,01|0,80| 0,80 0,05
77 0,80/ 0,70|0,39| 1,00| 1,00| 0,25
In order to evaluate the effectiveness of our model, we 78 1,00/ 1,001 0,75/1,000 1,00 0,35
?ze)ed the follqwing ;hrele data;e(;s: (1)adoc§g()ant colla_ctio 30 0,00/ 0,10 0,03/ 0,40| 0,20 0,01

query topics and relevant judgments an user's-inter =

ests. We used @REC data set from disk 1 and disk 2 of InteanA; Rel I;C;D(; PO@’;%)C “élAlz 3%05 PO@6(1)C '\SAZZ
the ad hoc task containirgt1670 documents issued from 57 0,00 0’10 0’00 0’40 0’30 0’01
journals likeAssociate Press (ARJndWall Street Journal 9 0’20 0‘20 0108 1,00 1,00 0’47

(WSJ)which provides the requirements (1) and (2). We ! ! d ’ ’ ’
particularly tested the queries among — q100 because 4 0,00 0,00/0,00| 1,00 0,60/ 0,08
they are enhanced by the domain meta data that gives the Law &Gov |P@3P@1QMAP| P@SP@IIMAP
qguery domain of interest. The collection contains queries 70 0,60 0,6010,42] 1 1 |065
addressing 2 domains of interest. We choosed randomly 76 0,60 0,70|0,08| 0,6 | 0,3 | 0,09
four among themEnvironment, Law & Government, Inter- 85 0,60 0,80]0,21/0,60| 0,70| 0,16
national Relations and Military 87 0,20/020) 0 | 1 | 0,6 0,05
We exploited the domain meta data in order to achieve Military |P@3P@10MAP| P@5P@10MAP
the requirement (3) related to the user’s interests. Inrorde 62 0,20/ 0,40 0,33/ 0,80| 0,80| 0,80
to map the query domains to realistic and dynamic user’s 71 1,00/ 1,000,80] 0,20| 0,20{ 0,20
interests, we applied the OKAPI algorithm that allows us to 91 0,00/ 0,00(0,00/ 0,80| 0,60| 0,60
built a user’s interest vector according to the BM25 formula 92 0,00/ 0,00(0,00| 0,80| 0,60| 0,60

(r+0.5)/(R —r+0.5)

wte(i, k) = log (n—7+05)/(N—n—R—r+0.5)

Table 1. Experimental results per domain

whereR is the number of relevant documents to the queries of a suitable aggregation operator. Tables (2 and 3) present
belonging toC, r the number of relevant documents con- the average results obtained for a pair of related domains
taining the ternil;, n the number of documents containing (International relations and Law&Gov) and quite unrelated
the termT;, N is the total number of documents in the col- ones (Environment and Military) using the sum and the max
lection. For each specific domain tested addressedwith aggregation operators.

queries, we built: different user’s interests. Furthermore, The experimental results presented above reveal that the
in order to validate our personalized retrieval model, we sum operator is outperformed by the max operator in the
compared its performances to a naive Bayesian model [15].case of both related and unrelated domains. This finding
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