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Abstract

Variability in IR has been little considered as a way to improve system performance. In this paper, we consider linguistic variability of queries as a clue to predict which system will perform better for a particular query. More precisely, we cluster TREC topics with regard to 16 linguistic features. To each cluster is then associated a system that will be used to proceed all the queries belonging to this cluster. Results show that this method could improve P@10 up to 16.33\% and P@15 up to 14.64\%. When evaluated on a training/testing mode, we obtain an improvement, depending on the years considered, from 3.72\% to 5.97\% for P@5 and from 1.48\% to 6.73\% for P@10.

Keywords: Information retrieval, data fusion, query clustering, evaluation, TREC ad-hoc

1 Introduction

Information retrieval (IR) systems aim at retrieving the relevant documents according to a user’s query that expresses his needs. Recent studies showed that the performances of a system are of high variability (system A performs well on a query but not on the other one and system B works oppositely). (Buckley and Harman, 2004) consider that understanding variability is complex because it is due to various parameters: the query formulation, the relation between the query and documents as well as the characteristics of systems used.

Regarding query formulation, they are a lot of possible variations for the user to express her information need and for the system to analyze a query. One of the new issues in IR is to capture the semantic of the query in order to “understand” the user’s goal. The hypothesis is that it will be possible to represent the semantic of the query and documents
and thus improve the efficiency of the retrieval process. Understanding the meaning of a query cannot be based on the so called “bag of words” representation. Rather, Natural Language Processing (NLP) techniques have to be used. NLP attempts to reproduce the human interpretation of language by assuming that the patterns in grammar and the conceptual relationships between words in language can be articulated scientifically. A simple example of linguistic techniques applied to IR is to expand queries using term synonyms and meronyms (Buscaldi et al., 2005). Many other linguistic elements can be considered in a query. For example, in (Mothe and al., 2005) the authors have investigated the effect of linguistic feature on query difficulty. The conclusion was that some linguistic features can be linked to the poor performing of systems, and that correlations exist between these features and the traditional recall and precision measures.

On the system side, IR systems can rely on various searching principles for a given query. Depending on the principle used, the results can vary. Data fusion takes advantage on this feature. Data fusion consists in merging results obtained using different search strategies to improve system performances (Fox and Shaw, 1994).

In this paper, we consider both query variability in terms of how query are expressed and system variability. Our hypothesis is that a given system, let us call it A, fits better with a certain type of queries than system B and reversely system B can be better than system A on another type of queries.

TREC is an experimental environment that allows a homogenous evaluation of systems, given a set of queries and a collection of documents. Systems are evaluated mainly according to two measures: recall which estimates the ability of a system to retrieve all the relevant documents, and precision which measures the ability of a system to retrieve only relevant documents. When averaged over a set of queries, these measures do not give indication on how good a system is in different contexts. Differences between systems in terms of techniques used or results they obtain are hidden. A deeper analysis needs to consider these measures on different queries individually.
In this paper, we investigate query clustering. We make the hypothesis that some systems perform better on some types of queries than on others. In our approach, queries are clustered according to their linguistic features. Because TREC makes participants’ runs available, we evaluate system performances using a set of measures obtained with trec_eval program (MAP, R_precision, P@5, P@10 and P@15), and using TREC adhoc data. We show that, when selecting which system to use for a given query cluster, we could improve P@10 up to 16.33% and P@15 up to 14.64% compared to the best system. When evaluated on a training/testing mode, we obtain an improvement, depending on the years considered, from 3.72% to 5.97% for P@5 and from 1.48% to 6.73% for P@10.

This paper is organized as follows: we present first related works (section 2). In section 3 we present the data sets we used in our experiments and the linguistic features extracted from the queries. Section 4 presents the method which is based on query clustering and system selection. Section 5 presents preliminary results based on an extract of the data. Section 6 evaluates the method on the four years of TREC. Section 6 concludes the paper.

2 Related work
A lot of variability types exist in a retrieval process from query expression to retrieval techniques. The Reliable Information Access (RIA) workshop (Buckley and Harman, 2004) investigated the reasons why system performance varies across queries. They analyzed failure on TREC topics and found 10 failure categories (Buckley, 2004). One of the conclusions of that workshop was that "comparing a full topic ranking against ranking based on only one aspect of the topic will give a measure of the importance of that aspect to the retrieved set". Indeed, some of the failures are due to the fact that systems emphasize only partial aspects of the query. Variability of queries has been studied by [4] in their experiments in TREC8 query track, giving 4 versions of each of the 50 TREC1 topics. (Buckley and Waltz, 2000) study variation between using short or long queries; the results show that short queries perform better. Query variability has also been studied in (Beitzel and al., 2004), combining multiple query representations in a single IR engine, and comparing this combination with other combinations. The authors show that the query length normalization
they suggest outperform data fusion approaches. (Chang et al., 2004) focus on automatic query expansion methods that construct query concepts from document space. The authors extract features from the document space model and use these features for clustering. The results of the clustering correspond to primitive concepts that are considered as basic elements of the query concepts. Query difficulty is another track: the hypothesis is that, even if system variability exists, some queries are difficult for almost all the systems. The concept of clarity score has been proposed as an attempt to quantify query difficulty (Cronen-Townsend et al., 2002). The clarity score has been shown to be correlated positively with the query average precision and thus can be considered as a predictor of query performance. (Cronen-Townsend et al., 2002) use documents in order to predict query difficulty using a clarity score that depends on both the query and the target collection. (Mothe and Tanguy, 2005) show that two linguistic features are correlated to recall and precision (syntactic links span for precision and polysemy value for recall; both negatively). There is also a growing interest in the IR community for query classification. (Carmel and al, ) (give more elements in query classification methods and make a link with the major aspect of the paper) System variability has also been studied. In this case, variability is relative to the retrieval techniques the systems use. A number of works in the IR literature study how to use system variability to improve retrieval efficiency. (Fox and Shaw, 1994) investigates the effect of data fusion on retrieval effectiveness. The authors show that merging results from many retrieval systems improve performance compared to the one obtained by a single retrieval system. In (Fox and Shaw, 1994), it is shown that the best combination method (CombSUM), consist in making a sum of all the similarity values for all the documents. Lee (1997) uses CombMNZ method (that in addition to CombSUM considers the rank each document gets in the fused systems) and studies the level of overlap between relevant and non relevant documents. This study shows that it is better to fuse systems with high overlap of relevant documents.
In this paper, we consider that combining systems can help in improving efficiency. However, in our approach, rather than fusing different results, we select among a set of systems the most relevant system to use. The selection is based on clusters of queries that take into account variability and homogeneity in query features.

3 Input data

3.1 Collections and measures

We use TREC adhoc data in our experiments. TREC adhoc collections consist in a set of documents (more than 3 Gb in TREC 3 for example), a set of 50 queries, and runs (retrieved documents for each of the queries) of all systems which participate to the TREC evaluation. Such a collection exists for different years. Trec_eval is used to evaluate systems according to different measures (recall, precision, MAP, R-precision and P@). We use TREC 3, 5, 6 and 7 data for our experiments. Different systems have participated in these TREC campaigns (40 systems for TREC3, 80 systems for TREC 5, 79 systems for TREC 6, and 103 systems for TREC7).

In addition to being an international benchmark, TREC collections are ideal for evaluating our hypothesis because systems are evaluated on the same basis, and queries are long enough to be analyzed on a linguistic basis. We present in the next section the linguistic features we have used for our study.

3.2 Linguistic features

Any query in TREC contains a title, a description and a narrative part. The format of TREC queries allows a linguistic analysis on these queries. In the work of (Mothe and Tanguy, 2005), 13 linguistic features have been calculated for each query. In the present work, we use these features as a basis for query classification. The features can be described in the following:

- NBWORDS: is the average length of terms in the query, measured in numbers of characters.
- MORPH: average *number of morphemes* per word is obtained using the CELEX morphological database, which describes, for around 40,000 lemmas, their morphological construction.

- SUFFIX: *number of suffixed* tokens. We used a bootstrapping method in order to extract the most frequent suffixes from the CELEX database, and then tested for each lemma in the topic if it was eligible for a suffix from this list.

- PN: *number of proper nouns* is obtained using the POS tagger's analysis, and with a more robust method based on upper-case word forms.

- ACRO, NUM *Acronyms* and *numerals* are detected using a pattern-matching technique.

- UNKNOWN: *Unknown words* are those marked up as such by the POS.

- CONJ, PREP, PP: *Conjunctions, prepositions and pronouns* detected using POS tagging only.

- SYNTDEPTH, SYNDIST: *Syntactic depth and syntactic links span* are computed from the results of the syntactic analyzer. Syntactic depth is a straightforward measure of syntactic complexity in terms of hierarchy. It corresponds to the maximum number of nested syntactic constituents in the query. Regarding the Syntactic Links Span, we compute its distance in terms of number of words. We then average this value over all syntactic links.

- SYNSETS: number of polysemy value (synsets in WordNet)

To extract these elements, the query is first analyzed using some generic parsing techniques (e.g. part of speech tagging, chunking, and parsing). Based on the tagged text data, simple programs compute the corresponding information. We used:

- Tree Tagger\(^1\) for part-of-speech tagging and lemmatization: this tool attributes a single morphosyntactic category to each word in the input text, based on a general lexicon and a language model;

\(^1\)TreeTagger, by H. Schmidt; available at www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
- Syntex (Fabre and Bourigault, 2001) for shallow parsing (syntactic link detection): this analyzer identifies syntactic relation between words in a sentence, based on grammatical rules;

In addition, we used the following resources:
- WordNet 1.6 semantic network to compute semantic ambiguity: this database provides, among other information, the possible meanings for a given word;
- CELEX database for derivational morphology: this resource gives the morphological decomposition of a given word.

To summarize the linguistic features, we can classify them in 3 main groups: morphological features, syntactic and semantic features. In the next section, we indicate how we use these features classify queries.

4 Method
The first step in our method is to classify queries with linguistic features. The resulting clusters are used to analyze systems performances and detect for each cluster the best system to use. We base queries analysis on the linguistic features presented in the previous section.

4.1 Query representation and clustering method

Query representation
Data are presented in a 200x13 matrix in which queries stands for individuals and linguistic features for variables. Each query can be viewed as a vector initially located in a 13-dimensional space, each dimension corresponding to one linguistic feature. Similarly, each linguistic feature can be viewed as a vector in a 200-dimensional space, each dimension corresponding to a query. Data were previously centred and reduced according to columns in order to homogenise variables. More information about these methods can be found in (Lebart and al, 2006).

Agglomerative Hierarchical Clustering
Hierarchical Clustering (AHC) provides queries clusters without any previous knowledge on the number of groups or on their structure. It

2CELEX English database (1993). Available at www.mpi.nl/world/celex
can be viewed as an iterative algorithm that starts with the configuration “Each individual is a cluster” and finish with “Every individuals are joined into a single cluster”. The two closest clusters are merged at each iteration. The AHC requires defining the following elements:

1. A measure to compute distance between each pair of individuals.
2. An agglomeration criterion that can be viewed as a distance between two clusters.

The most popular choice for the former is the Euclidean distance. Moreover, this choice is natural when reduced data are analyzed. Euclidean distance between 2 queries $X$ and $Y$ is defined as:

$$d(X,Y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}$$

For the latter, the Ward criterion is generally advocated by statisticians. It consists in fusing the two clusters that minimize the increase in the total within-cluster sum of squares (Seber, 1984). Results of AHC can be represented as a tree or dendrogram which nodes correspond to the union of 2 individuals or 2 clusters.

**Principal Component Analysis**

PCA is a dimension reduction technique (Mardia and al., 1989). It builds latent variables called Principal Components (PC) which are orthogonal linear combinations of the initial variables. These PCs correspond to maximum variance (or inertia) axes of the multidimensional scatter plot with the constraint that the PCs are orthogonal. The representations of individuals (queries) and of variables (linguistic features) are optimal with respect to distances and correlations respectively. Thus PCA can provide a low dimensional (usually 2D or 3D) representation of data initially in 13 and 200 dimensions respectively.

**4.2 Trec query clustering**

**Hierarchical clustering**

As said previously, Euclidean distance and Ward criterion were used in the analysis.
The dendrogram in figure 1 can be cut at any level. The cutting level generally corresponds to a height where two successive nodes are clearly separated. Many relevant cutting choices can be made here (3, 4, or 6 nodes), but the main difference consist on cutting the cluster on the right in 1, 2 or 4 groups. We choose voluntarily to cut the dendrogram in order to obtain three clusters in a first approach. Figure 1 shows that the distance is more significant for the three first clusters. Next work will investigate the effect of the number of clusters on the efficiency of our method.

We will not present in this work the k-means method (Lebart and al, 2006). Therefore, after clustering query with AHC, we applied k-means methods (initialized with the centroid of each cluster determined by the AHC) in order to stabilize query clustering.

Principal Component Analysis applied to queries

The first step when performing PCA consists in choosing the dimension of the sub-space on which projection is done. In our results, the first three PCs explain nearly half of the information (supported by 13 initial variables). From the fourth PC, the percentage of information is less than 10% and PC contains less meaningful information. Therefore, in the following, we propose the representation in the plane PC1-PC2. In figure 2, two groups of variables are opposite on the first axis: \{MORPH, LENGTH, and CONJ\} vs. \{AVGSYNSETS\}. This opposition means that if the average number of polysemy values is
important (high AVGSYNSETS), then the corresponding number of morpheme per word or the average word length is low.

Variables and individuals that characterize query clusters can be represented in the same graph (see figure 2). In the representation of individuals (left side of the figure), the numbers we added represent clusters. According to figure 2, cluster 2 is correlated with the group of variables \{MORPH, LENGTH, and CONJ\}. However, how clusters are characterized by linguistic features is not the focus of this paper. Rather, we study how these clustering can be used for system recommendation.

**Distribution of queries among clusters**

Query clustering was computed on 200 queries from various TREC sessions. However, runs are available for each session; that means that a given system provides retrieved documents only for one session. As a result, before evaluating systems, we filter the queries according to the TREC session they belong to. The following table gives the repartition of queries for each TREC session and for each group of queries. \(N_q\) represents the number of queries per class.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>(N_q)</th>
<th>TREC3</th>
<th>TREC5</th>
<th>TREC6</th>
<th>TREC7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster1</td>
<td>58 (29%)</td>
<td>22.41%</td>
<td>20.69%</td>
<td>29.31%</td>
<td>25.86%</td>
</tr>
<tr>
<td>Cluster2</td>
<td>34 (17%)</td>
<td>44.12%</td>
<td>29.41%</td>
<td>14.71%</td>
<td>11.76%</td>
</tr>
<tr>
<td>Cluster3</td>
<td>108 (54%)</td>
<td>19.44%</td>
<td>25%</td>
<td>26.85%</td>
<td>28.7%</td>
</tr>
</tbody>
</table>
Table 2 shows that cluster 3 contains 54% of the total number of queries and that 28.7% of these queries come from TREC7 data. Given these 3 clusters of queries, we evaluate system performances for each query cluster. We use TREC’s trec_eval program used to calculate the performance of participants’ system. Trec_eval outputs correspond to a number of measures. We choose among them the mean average precision (MAP), R-precision, P@5, P@10, and P@15. For each of these measures, we rank systems according to their performance. This ranking is done for each session of TREC.

5 Preliminary results
In this section, we consider TREC5 data and analyze them in order to decide on the potentiality of our method.

5.1 Local evaluation (per query cluster)
In table 3, we analyze the results we obtain for the 3 clusters in TREC5. For each measure, we report the result of the best system when averaged over the cluster’s queries. We also report the result obtained by this system when results are averaged over the 50 queries. For example, regarding cluster 1, Ethme1 gets the best MAP (0.3407) when considering the queries from cluster 1. This system gets 0.3165 MAP when considering the 50 queries. It can happen that the best performance for a cluster is the same for several systems. In that case, we report the results obtained for each of these systems considering the 50 queries (e.g. P@5 for cluster 2). %A represents the percentage of improvement when considering the best system within a cluster and the same system over the 50 queries.

As we can see in table 3, for the cluster 1 there is an improvement from 6.9% (R-precision) to 20% (P@15) when considering queries from cluster 1 only compared to the same system when considering all the queries. That means that system should be used for queries from cluster 1, but not for queries that does not belong to this cluster. The same type of comments can be made on cluster 3. Performance is improved from 12% up to 31% depending on the measure considered. These results show that LNaDesc2 system should be used for cluster 3. Same comments can be made regarding cluster 2 but solely for certain measures. Contrary to cluster 1 and cluster 3, for high precision in
cluster 2, the system that gets the best results in cluster 2, when considered globally over the 50 queries, performs better than on the cluster solely. That means that for this measure it is not possible to predict correctly the system to use for the queries belonging to cluster 2.

Table 3: Performance of TREC5 systems on query clusters

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MAP</strong></td>
<td><strong>MAP</strong></td>
<td><strong>MAP</strong></td>
</tr>
<tr>
<td><strong>Best_Cl1</strong></td>
<td>0.3407</td>
<td><strong>Best_Cl2</strong></td>
</tr>
<tr>
<td><strong>Ethme1_all</strong></td>
<td>0.3165</td>
<td><strong>Uwgcx0_all</strong></td>
</tr>
<tr>
<td><strong>R-prec</strong></td>
<td><strong>R-prec</strong></td>
<td><strong>R-prec</strong></td>
</tr>
<tr>
<td><strong>Best_Cl1</strong></td>
<td>0.3633</td>
<td><strong>Best_Cl2</strong></td>
</tr>
<tr>
<td><strong>Ethme1_all</strong></td>
<td>0.3398</td>
<td><strong>Uwgcx0_all</strong></td>
</tr>
<tr>
<td><strong>P@5</strong></td>
<td><strong>P@5</strong></td>
<td><strong>P@5</strong></td>
</tr>
<tr>
<td><strong>Best_Cl1</strong></td>
<td>0.7481</td>
<td><strong>Best_Cl2</strong></td>
</tr>
<tr>
<td><strong>Ethme1_all</strong></td>
<td>0.6360</td>
<td><strong>Uwgcx0_all</strong></td>
</tr>
<tr>
<td><strong>Genrl3_all</strong></td>
<td>0.4900</td>
<td><strong>Genrl1_all</strong></td>
</tr>
<tr>
<td><strong>P@10</strong></td>
<td><strong>P@10</strong></td>
<td><strong>P@10</strong></td>
</tr>
<tr>
<td><strong>Best_Cl1</strong></td>
<td>0.6778</td>
<td><strong>Best_Cl2</strong></td>
</tr>
<tr>
<td><strong>Ethme1</strong></td>
<td>0.5660</td>
<td><strong>Genrl3</strong></td>
</tr>
<tr>
<td><strong>P@15</strong></td>
<td><strong>P@15</strong></td>
<td><strong>P@15</strong></td>
</tr>
<tr>
<td><strong>Best_Cl1</strong></td>
<td>0.6420</td>
<td><strong>Best_Cl2</strong></td>
</tr>
<tr>
<td><strong>Ethme1</strong></td>
<td>0.5347</td>
<td><strong>Ethme1</strong></td>
</tr>
</tbody>
</table>

Table 4 shows that on average, results can be improved. This table indicates column 2, the average measure over the clusters (mean of the Best_Cl1, Best_Cl2, and Best_Cl3 values. Column 3, we indicate the results the best participating system obtains (best in terms of MAP, R-precision, P@5, P@10, and P@15). In fact, the best system in term of MAP that year is also the one which gets the best results for all the measures considered.

Table 4: Average of the TREC5 system performance over clusters

<table>
<thead>
<tr>
<th>Avg over clusters (best system for each cluster)</th>
<th>Best system in terms of (MAP, R-precision, P@5, P@10, P@15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>0.3353</td>
</tr>
<tr>
<td>R-Prec</td>
<td>0.3663</td>
</tr>
<tr>
<td>P@5</td>
<td>0.6448</td>
</tr>
<tr>
<td>P@10</td>
<td>0.5700</td>
</tr>
<tr>
<td>P@15</td>
<td>0.5104</td>
</tr>
<tr>
<td>MAP</td>
<td>0.3070</td>
</tr>
<tr>
<td>R-Prec</td>
<td>0.3444</td>
</tr>
<tr>
<td>P@5</td>
<td>0.6160</td>
</tr>
<tr>
<td>P@10</td>
<td>0.5460</td>
</tr>
<tr>
<td>P@15</td>
<td>0.5147</td>
</tr>
</tbody>
</table>
We also analyze the results from TREC5 considering the rank of the participating systems. The results are presented in figure 3.

In figure 3, systems are ranked according to their performances and ordered by rank for each cluster of queries and all the queries (“Global” label). We consider only the 10 best systems in term of the measure analyzed. In this figure, ETHme1 system is the best system for the MAP, P@5, P@10, and P@15 measures averaged over the 50 queries. However, using ETHme1 system for queries belonging to cluster 3 makes the performance decreases. We draw the same conclusions for ETHme1 for cluster 2 for MAP and P@5 measures. Therefore, we can say that using ETHme1 system for the R-precision measure in cluster 2 would be relevant as performance increases: ETHme1 goes from rank three to rank one and become the best system to use in this case. In the next table, we show the percentages of correct prediction of the system to use, incorrect prediction, and prediction which do not have impact on
systems ranking. We consider a correct prediction a prediction that decreases the rank of a system (the smallest, the best). When considering figure 3, this corresponds to systems that are under the global performance line.

5.2 Global evaluation

Experiments presented section 5.2 compare the performances of the systems for a given cluster of queries to those of the systems computed on all the queries.

![Figure 4: Global comparison of system performance on TREC5 data.](image)

In figure 4, we compare the system we select for the retrieval (Best_CI) to each of the best systems for each cluster. We compute the average performance of the best systems for a measure (MAP, R-precision, P@) to get a global idea of the efficiency of our selected system (best_CI is the average over best_CI1, best_CI2 and best_CI3 for a given measure). For the 61 systems we have tested, Best_CI achieves better than the other systems for the MAP, R_Precision, P@5 and P@10 measures. For the last measure (P@15), the system Ethme1 performs better than Best_CI. For TREC5, we show that we are able to detect about 98.36% of the best system to use for a measure.

6 Evaluation

The analysis presented in section 5 corresponds to a first step in our experiments since it just analyses the results we could obtained if we
were able to chose a cluster of each query. In this section, we evaluate our hypothesis in a training/testing mode. We use the training mode to learn query classification and system detection for each cluster, and the testing mode to evaluate the classification and detection process.

6.1 Training/testing principle

We base our evaluation on a training/testing method. Our training sets consist of 180 queries and the 20 remaining queries are used for testing. Training and testing queries are randomly selected among all the queries (200 queries) and this is done during 10 iterations.

6.2 Results

Local evaluation (per query cluster)

Table 6 shows the repartition of the testing queries into the clusters over the years and iterations.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>TREC3</th>
<th>TREC5</th>
<th>TREC6</th>
<th>TREC7</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster1</td>
<td>8.00%</td>
<td>14.00%</td>
<td>12.50%</td>
<td>11.50%</td>
<td>11.50%</td>
</tr>
<tr>
<td>Cluster2</td>
<td>8.50%</td>
<td>5.50%</td>
<td>10.50%</td>
<td>9.00%</td>
<td>8.38%</td>
</tr>
<tr>
<td>Cluster3</td>
<td>8.00%</td>
<td>5.50%</td>
<td>2.00%</td>
<td>4.00%</td>
<td>4.88%</td>
</tr>
</tbody>
</table>

Table 6: Testing queries repartition among clusters

In average, cluster1 contains the higher number of queries. Calculating the proportion of the number of testing queries compare to the number of training queries, we can say that the repartition on the previous table is correct (cf. table 6) as training queries are used to determine clusters.

Global evaluation

We measure here the performance of the system we select for the retrieval process by averaging the results obtained by best_Cl over the 3 clusters in order to make them comparable to the systems that participate at TREC. The first result of this global comparison shows the number of systems having higher (or smaller or equal) performance than the average performances over clusters.

Like in the previous section Best_Cl is an average over the three clusters (average of best_Cl1, best_Cl2, and best_Cl3).
Table 7: average amelioration over clusters after “testing” queries have been affected to clusters.

We measure in figure 5 the performances we would obtain if best_Cl was used instead of the best system for each TREC campaign. By analyzing this figure, it’s interesting to use best_Cl for all the high precision measures (P@5, P@10, and P@15). If we look at the MAP, the difference between the higher (16.27%) and lower value (-1.08%) is about 17.35%. Therefore, Best_Cl does not improve the performance of the retrieval for TREC3 and TREC6. Indeed, for TREC3, the best system is inq102. this system has a MAP value of 0.4226 whereas best_Cl obtains a score of 0.4181. For the other measures, best_Cl outperforms the best systems performances except for the MAP measure of TREC6 and the R-Precision measure of TREC3 and TREC6.

We have done some experiments with the combMNZ method and we present in the next tab a summary of 3 systems.
In table 8, we compare the results obtained by using combMNZ method, the results obtained by best_Cl, and finally the result of the best system for each TREC campaign. If we look the MAP for TREC 3, using a fusion technique (here combMNZ with a MAP of 0.4243) gives better results than both the best system (0.4226) of TREC 3 for the MAP and best_Cl (0.4181). We can say that in general, best_Cl outperforms combMNZ and the best system for high precision.

### Conclusion

In this paper, we make the hypothesis that queries can be clustered according to some linguistic features. We also make the hypothesis that it is possible to associate a system to use for each cluster. To evaluate this hypothesis, our analysis is two steps: we first consider the results we would obtain if we were able to choose which system to use for a category of queries. System selection (recommendation) is made on the basis of the MAP, R-precision, and P@ measures and of query clusters. Query clusters are obtained using linguistic features to represent the queries. When assuming we known how to select the best system to use for a category of query, we show that we obtain significant improvement of the results. In the second step of our study, we evaluate the hypothesis using a training/testing mode. We found that results can be improved compared to the best system among the systems that participate to TREC.
In future works, we will consider other features than only the selected linguistic-based query features. One track will be to combine query features with retrieved and relevant document set. In previous studies in the field of data fusion, it has been shown that these features associated to retrieval can be of importance for data fusion results. We will study to what extend these features can be included in a training process and how good they are to predict the best system to use.
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