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RFC 8376, 8724, 8824, 9011 – TS 10  

STANDARDS ECOSYSTEM 



3 OPENSCHC  

Open source  
https://github.com/openschc 
 

Written in Python during IETF Hackathon 
  
Goal: 

Understand SCHC protocol 
Test new algorithms 
Used for RFC 8724  
 

Interface with: 
UDP tunnels 
LoRaWAN LNS 
 

Book of SCHC / Tutorial at WFIoT2022 

https://github.com/openschc


4 OPENSCHC  

Open source  
https://github.com/openschc 

Written in Python 

Goal: 
Understand SCHC protocol 

Test new algorithms 

Standardization of RFC 8724  

Interface with: 
UDP tunnels 

LoRaWAN LNS 

 

 

 

Book of SCHC / Tutorial at  WFIoT2022 / MOOC IMT  (dec 2022) 
 



5 INTERNET PROTOCOLS 
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Ethernet / Wi-Fi 

IPv4 – IPv6 

TCP – UDP 

HTTP App 

XML/JSON 
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OSI  

layers Throughput : Gbit/s 

MTU : ~1000 Bytes 

 

Throughput : 100 Kbit/s 

MTU : ~100 Bytes 

 

LPWAN 

IPv6 

UDP 

CoAP 

CBOR 
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Throughput : < 10 Kbit/s 

MTU : ~10 Bytes 

 

IPv6 
6LoWPAN 

IEEE 802.15.4 

UDP 

App CoAP 

CBOR 
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6 DESIGN PRINCIPLES 

Assumes 
• rare configuration/application changes 

• very constrained transmission (energy, time on air) 

• constrained memory, not-so-constrained computation 

• point-to-point link, no out-of-order delivery 

Supports 
• unidirectional/asymmetric or bidirectional links 

• constant or variable MTU 

Provides 
• adaptable mechanism 

• extreme header compression 

• efficient fragmentation 

• little control dialog 



7 GLOBAL ARCHITECTURE 

SCHC: “Static Context Header Compression and fragmentation” 
Context is static for the duration of the communication 
► Contains Compression Rules, Fragmentation Rules 
Compression is conducted according to Rule with a pattern matching the 
datagram 
► results in a Rule Identifier + Compression Residue 
Fragmentation is applied if needed (Fragments, ACKs, …) 

 



8 RULE IDENTIFIERS 

IPv6 

RuleID Y 

RuleID X 

RuleID Z 

SCHC messages start with the RuleID 

 

RuleID identifies Fragmentation and Compression rules 

 

• Compression rules are used for both flow directions 

• Fragmentation parameters are used for one flow 

direction 

 

 

 

 

 

A special RuleID must be defined for No Compression 

 

RFC 8724 does not mandate RuleID size 
• RuleID could even be of variable size (entropic coding) 

Node A Node B 



9 SCHC GENERIC FRAMEWORK 

padding 

≤ 7 bit 



10 RULE ID BINARY TREE 
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11 OPENSCHC RULES 



12 HEADER COMPRESSION 

• Field descriptor:  

– Field expected Position 

– Field expected Length 

– may be Variable: 

Compression Residue Length needs to be 

transmitted 

– Direction Indicator 

– Allows sharing customized Rule between 

uplink/downlink 

– E.g., IPv6 Source/Destination prefixes swapped 

 

 

 

 

 

 

 

 

Field descriptor Rule Selector 



13 HEADER COMPRESSION 

• Field descriptor:  

– Field expected Position 

– Field expected Length 

– may be Variable: 

Compression Residue Length needs to be 

transmitted 

– Direction Indicator 

– Allows sharing customized Rule between 

uplink/downlink 

– E.g., IPv6 Source/Destination prefixes swapped 

 

 

 

 

 

 

 

 

Field descriptor 

• Rule Selector: 

– Target Value 

– Matching Operator: Equal, Ignored, Match-
mapping, MSB(x) 

 

 

 

 

 

 

 

 

Rule Selector 

If there is a 1-to-1 match between the fields in the 
packet and the fields in the candidate rule, then this rule 
is eligible for compressing that packet 



14 HEADER COMPRESSION 

• Field descriptor:  

– Field expected Position 

– Field expected Length 

– may be Variable: 

Compression Residue Length needs to be 

transmitted 

– Direction Indicator 

– Allows sharing customized Rule between 

uplink/downlink 

– E.g., IPv6 Source/Destination prefixes swapped 

 

 

 

 

 

 

 

 

Field descriptor 

• Rule Selector: 

– Target Value 

– Matching Operator: Equal, Ignored, Match-
mapping, MSB(x) 

 

 

 

 

 

 

 

 

• Compression: 

– Elided, Sent, Mapping-sent, LSB, Recomputed, DevIID, 

 

 

 

 

 

 

 

 

Rule Selector 

If there is a 1-to-1 match between the fields in the 
packet and the fields in the candidate rule, then this rule 
is eligible for compressing that packet 



15 ICMPV6 COMPRESSION 



16 FRAGMENTATION 

No-ACK mode 
Supports unidirectional links, variable MTU 
Reassembly Check Sequence (RCS) is sent with last fragment to validate reassembly 

ACK-Always mode 
Fragments are sent in batches (windows) 
an ACK is sent back at the end of each window, with bitmap of received fragments 
Missing fragments are re-transmitted before moving on to the next window 
RCS is used to perform final reassembly check 

ACK-on-Error 
ACKs are only sent back for windows with missing fragments or for last window 
ACK includes bitmap of received fragments, and reassembly check bit 
Missing fragments are re-transmitted, in any order 
RCS validates final reassembly 
Supports variable MTU, Out-of-Order delivery 

Rule indicates fragmentation message format and protocol parameters. 
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SCHC ACK-ON-ERROR FRAGMENTATION ALGORITHM 
EXAMPLE 1, CONSTANT MTU 

Sender Receiver 

11111 
Frag (W=0, FCN=4) 7 tiles 

ACK (W=1, C=0) 11000  

11000 

11111 11000 

11111 11000 00001 11111 10000 

7 tiles 

7 tiles 

Frag (W=1, FCN=2) 7 tiles 

Frag (W=2, FCN=0) 7 tiles 

Frag (W=1, FCN=2) 7 tiles 
11111 11111 11111 11111 10000 

Frag (W=4, FCN=3) 1 tile 
11111 11111 11111 11111 11000 

Frag (W=4, FCN=All-1) RCS 
11111 11111 11111 11111 11000 

RC

S 
✔
︎ ACK (C=1)  
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SCHC ACK-ON-ERROR FRAGMENTATION ALGORITHM 
EXAMPLE 2, DECREASING MTU 

Sender Receiver 

11111 
Frag (W=0, FCN=4) 7 tiles 

ACK (W=1, C=0) 11000  

11000 

11111 11000 

11111 11000 00001 11111 10000 

7 tiles 

7 tiles 

Frag (W=1, FCN=2) 7 tiles 

Frag (W=2, FCN=0) 7 tiles 

11111 11000 00001 11111 11000 

Frag (W=4, FCN=3) 1 tile 

Frag (W=4, FCN=All-1) RCS 

11111 11111 11111 11111 11000 
RC

S 

ACK (C=1)  

11111 11000 00001 11111 11000 

RC

S 
✘ 

Frag (W=1, FCN=2) 3 tiles 
11111 11111 00001 11111 11000 

RC

S Frag (W=2, FCN=4) 3 tiles 
11111 11111 11101 11111 11000 

RC

S Frag (W=3, FCN=1) 1 tile 

ACK REQ 
11111 11111 11111 11111 11000 

RC

S 
✔
︎ 
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19 ACK-ON-ERROR FRAGMENTATION WRAP-UP 

Reliable 
Uses ACKs, retransmissions of missing tiles and RCS 

Supports variable MTU 

uses ACKs sparingly 
Only for windows with missing tiles 

No transmission error means no ACK, except for the one final ACK 
Valuable for uplink fragmented packet transmission in asymmetric LPWANs 
Exact number of ACKs depends on rate and distribution of errors 

Simple sender/receiver state machines 
Loosely coupled 

Little receiver state 
One bit per tile 

Bitmaps for full windows can be freed 

 



20 WHAT'S NEXT 

New protocols and proxy behavior: 
OAM (icmpv6), Bacnet, SNMP, Matter 
 

Advanced rule manager 
How to select the best rules for compression and fragmentation 
 

SCHC for mesh network 
 Integration with 6LoWPAN 
 
Extended Yang data model 

Device authentication 
 

SCHC for other media (UHF, Satellite, …) 
 
Internet Architecture Evolution 
 

 
 



MORE INFO 

book.openSCHC.net 

https://wfiot2022.iot.ieee.org/program/tutorials/
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