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FEATURE SELECTION FOR RANKING IN INFORMATION RETRIEVAL

In the field of Information Retrieval, learning to rank aims at automatically optimizing the ranking of the documents returned by a retrieval system. Learning to rank algorithms learn ranking functions that combine several IR models in order to rank documents according to their relevance to a query. The scores obtained by IR models are then features used by ranking functions. As the number of features can be very large, ranking algorithms have to deal with large scale data. This amount of data causes computational issues, such as an increase of computational costs. Feature selection is used to solve this issue.

REGULARIZED SVM FOR FEATURE SELECTION IN RANKING

In the field of machine learning, when dealing with linear methods such as linear SVMs, a quite natural way to perform feature selection is to consider an L0-regularized problem, as the L0 norm is the number of nonzero coefficient in the linear model. Unfortunately, the L0 norm is nonconvex, not continuous and not differentiable: the optimization problem is NP-hard. One solution is to consider an L1-regularized problem, which is a convex relaxation of the L0-norm problem. Nevertheless, as L1-norm is not differentiable, quadratic optimization can not be used. Moreover, L1-norm can be biased. Nonconvex sparse regularizations such as Log, Lp or MCP are then preferred. In our work, we solve the nonconvex regularizations problems by iteratively reweighting L1-regularized SVM for ranking.

RANKSVM-NC: NONCONVEX REGURLIZATIONS FOR FEATURE SELECTION BY REWEIGHTIN L1-REGULARIZED SVM

RankSVM-NC performs feature selection for ranking with SVMs by using nonconvex regularization. A first algorithm, that we called RankSVM-L1, solve the L1-regularized ranking problem by using a Forward-Backward Splitting approach. The second algorithm, that we called RankSVM-NC, approximate the solutions of the optimization problem that use nonconvex regularizations by iteratively reweighting the L1-norm problem solved by RankSVM-L1.

MODULES

- Feature selection and ranking on IR benchmarks : this script allow the user to specify the regularization term and the dataset from LETOR corpora he wants to use. Results files are generated, that contains the ranking model and the IR metrics (MAP, AP, NDCG) for train, validation and test datasets in each run. The script called the RankSVM-NC algorithm, that called also RankSVM-L1 (the FBS algorithm implemented by Remi Flamary).

DEVELOPPEMENTS

- The scrips are implemented in Matlab, but can by run either on Matlab or Octave. They incorporate an FBS algorithm implemented by Rémi Flamary. This algorithm is under Gnu Public Licence and all the other scripts heritated of this licence.

APPLICATIONS

- Feature selection in ranking on documents corpora (LETOR benchmarks, etc)

- Feature selection and ranking on other kind of data