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On the complexity of low-rank matrix approximations

Abstract: In this talk, we first introduce the concept of low-rank matrix approximations (LRA) in the context of dimensionality reduction for data analysis. We then present four important variants and one application for each: (1) weighted LRA used for recommender systems, (2) nonnegative matrix factorization used for hyperspectral unmixing, (3) LRA in the component-wise ell-1 norm used for background substraction in video sequences, and (4) LRA in the component-wise ell-infinity norm used to recover quantized low-rank matrices. For each variant, we discuss the complexity aspects, addressing the following questions: can we solve these problems? If not, are there conditions that allow us to do so?
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