Reasoning about the opinions of groups of agents
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Abstract. The paper presents a multiple agent counterpart and then a multiple agent extension of possibilistic logic. In the multiple agent counterpart, formulas are pairs \((p, A)\) where \(p\) is a proposition and \(A\) a subset of agents, with the intended meaning that “all agents in \(A\) believe that \(p\) is true”. Then the logic is extended with the introduction of certainty levels (e.g., “all agents in \(A\) believe that \(p\) is true at least at level \(\alpha\)”). The semantics is in terms of interpretations associated with (fuzzy) sets of agents. Soundness and completeness results can be established. This setting enables us to distinguish between the global consistency of a set of agents, and their individual consistency (both can be a matter of degree). In particular, given a set of multiple agent possibilistic formulas, one can compute the subset of agents that are individually consistent to some degree.

1 Introduction

Agents have their own beliefs or opinions about the state of the world. Agents are not always fully consistent. Conflicting opinions are often encountered in groups of agents. Besides, in general, beliefs may be a matter of degree, when agents are not fully certain about them. In this paper, we consider the problem of reasoning about the opinions of groups of agents. Note that the problem is not so much to reason from the information provided by a set of agents viewed as distinct sources and to try to take the best of it in a fusion process (as in, e.g., [5]), in order to locate in the best possible way where the truth should be. Rather, the problem is to consider groups of agents, to understand what claims they support, what other groups they are in conflict with and about which issue, to distinguish the individual inconsistency of agents from the global inconsistency of a group of agents. In other words, we are interested in reasoning about group of agents as much as with their beliefs; an example of such a concern may be already found in [1] where possible answers in a fusion process are associated with the set of sources that supports the answer.

In the following, we provide a semantics for a multiple agent logic already briefly proposed in [7], whose formulas are made of pairs \((p, A)\) where \(p\) is a proposition and \(A\) a subset of agents. Such a formula encodes the information that all the agents in \(A\) believe that \(p\) is true. In spite of its modal flavor, the
formula \((p, A)\) remains close to a classical logic formula, and has a semantics in terms of a labelled set of interpretations. Although a parallel can be made with possibilistic logic \([6]\), where propositions are associated with certainty levels expressing the strength with which the propositions are believed to be true, \((p, A)\) should not be just understood as another way of expressing the strength of the support in favor of \(p\) (the larger \(A\), the stronger the support), but rather as a piece of information linking a proposition with a group of agents (which may be thought as a set defined by its extension, e.g., \{Peter, Paul, Mary\}, or intensionally by a set of attributes e.g., \{over 50 years old, educated, female\}). Still \(A\) cannot be equated here with a set of logical arguments in favor of \(p\) (as in \([10]\)).

2 Reasoning on the beliefs of subsets of agents

The section presents an overview of multiple agent logic, and its semantics. Multiple agent logic parallels possibilistic logic. Then, the possibilistic logic extension of multiple agent logic, with the introduction of intermediary certainty levels, is outlined.

A detailed study of this possibilistic multiple agent logic can be found in \([3]\).

2.1 Multiple agent logic

We consider a set of agents denoted by \(All\). Capital letters \(A, B, ...\) denote subsets of agents in \(All\). At the syntactic level, a formula in multiple agent logic (MA-logic for short) is a pair \((p, A)\) where \(p\) is a formula in a propositional language, and \(A \subseteq All\). A MA-logic base \(K\) is a set of such pairs, namely \(K = \{(p_i, A_i) \mid i = 1, m\}\), understood as the conjunction of these pairs. The formula \((p, A)\) is supposed to express that (at least) all the agents in subset \(A\) believe that \(p\) is true. \(A\) may be any subset of \(All\), including \(\emptyset\) and \(All\). However, if \((p_i, A_i)\) belongs to a base \(K\), it is normally assumed that \(A_i \neq \emptyset\), since \((p_i, \emptyset)\) is a void information, meaning that the subset of agents believing \(p\) contains the empty set.

The inference rules are

\[
\begin{align*}
(\neg p \lor q, A), (p \lor r, B) & \vdash (q \lor r, A \cap B) \\
(p, A), (p, B) & \vdash (p, A \cup B)
\end{align*}
\]

whose meaning fits the intuition (any agent in \(A \cap B\) believes both \(\neg p \lor q\) and \(p \lor r\), and if any agent in \(A\) and any agent in \(B\) believes \(p\), then any agent in the union believes it as well. Note that \((p, A) \vdash (q, B)\) as soon as \(p \vdash q\) and \(A \supseteq B\).

Proving \((p, A)\) from \(K\), denoted \(K \vdash (p, A)\), amounts to obtaining \((\bot, A)\) by refutation, namely to get it from \(K \cup \{\neg p, All\}\), by repeated application of the inference rules.

The inconsistency associated to a MA-logic base \(K\) is the set of agents

\[
inc(K) = \bigcup \{A \mid K \vdash (\bot, A)\}
\]
The set \( inc(K) \subseteq All \) is the set of agents that are \textit{individually} inconsistent. Note that one may have \( inc(K) = \emptyset \) even if \( K^* = \{ p_i | (p_i, A_i) \in K \} \) is classically inconsistent, as shown by the following example \( K = \{ (p, A), (\neg p, \overline{A}) \} \), where the set of agents is partitioned into the two subsets of agents \( A \) and \( \overline{A} \) having opposite consistent beliefs.

2.2 Comparison with possibilistic logic

One can notice a striking parallel with standard possibilistic logic, where formulas are pairs \( (p_i, \alpha_i) \), \( p_i \) is a proposition, and \( \alpha_i \) is a certainty level usually belonging to a totally ordered scale \( S \), and a base \( K = \{ (p_i, \alpha_i) \mid i = 1, m \} \) is a conjunction of such pairs. The inference rule is \((\neg p \lor q, \alpha), (p \lor r, \beta) \vdash (q \lor r, \min(\alpha, \beta))\). There is no need here of an explicit use of the rule since scale \( S \) is totally ordered, which is not the case for \( All \). Then, the inconsistency level of \( K \) is defined by \( inc(K) = \max\{ \alpha | K \vdash \bot, \alpha \} \), where, \( K \vdash (p, \alpha) \) iff \( K^*_\alpha \vdash p \) and \( \alpha > inc(K) \) where \( K^*_\alpha = \{ p_i | (p_i, \alpha_i) \in K, \alpha_i \geq \alpha \} \). Then \( inc(K) = 0 \) iff \( K^* \) is consistent, with \( K^* = \{ p_i | (p_i, \alpha_i) \in K \} \). As we have just seen, the exact counterpart of this latter result does not hold any longer in MA-logic, and we cannot either reason from the \( \alpha \)-level cuts of \( K \), since \( All \) is only partially ordered.

A standard possibilistic logic base \( K \) has a semantics in terms of a possibility distribution \( \forall \omega \in \Omega, \pi_K(\omega) = \min_{i=1,m} \max\{ p_i(\omega), 1-\alpha_i \} \) where \( p_i(\omega) = 1 \) if \( \omega \models p_i \) and \( p_i(\omega) = 0 \) otherwise. Thus, the possibility distribution \( \pi_K \) is a mapping from the set of interpretations \( \Omega \) to the scale \( S \) which computes the level of possibility of each interpretation. Thus, \( \pi_K \) is the fuzzy set conjunction of the possibility distributions associated with each formula \( \forall \omega, \pi_{\{p_i, \alpha_i\}}(\omega) = [p_i](\omega) \) if \( \omega \models p_i \), while the interpretations that violate \( p_i \) receive a possibility level \( \pi_{\{p_i, \alpha_i\}}(\omega) \) equal to \( 1-\alpha_i \), which is all the smaller as the violated formula has a high certainty level \( (1-\cdot) \) is the reversing map of \( S \). Then, it can be checked that the semantics of \( (p_i, \alpha_i) \) is the constraint \( N(p_i) \geq \alpha_i \), where \( N \) is a necessity measure such that \( N(p \land q) = \min(N(p), N(q)) \), dual of the possibility measure \( \Pi(p) = 1-N(\neg p) \), where \( \Pi(p) = \max_{\omega \models p} \pi_K(\omega) \) is the possibility measure associated with the possibility distribution \( \pi_K \). Moreover, the semantic entailment is defined by \( K \models (p, \alpha) \) iff \( \forall \omega, \pi_K(\omega) \leq \pi_{\{\{p, \alpha\}\}}(\omega) \). It can be shown that \( inc(K) = 1-\max_{\omega} \pi_K(\omega) \) and possibilistic logic is sound and complete wrt this semantics.

2.3 Semantics of MA-logic

Similarly, the semantics of a MA-logic base is a set-valued distribution from \( \Omega \) to \( 2^{All} \). The distribution \( \pi_{\{(p, A)\}} \) associated with formula \( (p, A) \) is defined by
\[
\pi_{\{(p, A)\}}(\omega) = All \text{ if } \omega \models p; \quad \pi_{\{(p, A)\}}(\omega) = \overline{A} \text{ if } \omega \models \neg p.
\]
It acknowledges the fact that given the piece of information \( (p, A) \) the set of agents that may find \( \neg p \) true possible are \textit{at most} the agents that are outside
A, i.e. in \( \overline{A} \). More generally, the MA-possibility distribution associated with an MA-base \( K\{(p_1,A_1),\ldots,(p_m,A_m)\} \) is
\[
\pi_K(\omega) = \text{All if } \forall(p_i,A_i) \in K, \omega \models p_i; \\
\pi_K(\omega) = \bigcap \{\overline{A_i} : (p_i,A_i) \in K, \omega \models \neg p_i\} \text{ otherwise.}
\]
The set-valued distribution \( \pi_K \) defines set-valued possibility-like and necessity-like measures
\[
\Pi(p) = \bigcup_{\omega,\pi_p} \pi_K(\omega) \quad \text{and} \quad N(p) = \overline{\Pi(\neg p)}
\]
They are respectively the set of agents that find \( p \) possible and the set of agents that believe \( p \) is true including the inconsistent agents. Then it can be shown that \( N(p_i) \supseteq A_i \) if \( (p_i,A_i) \in K \) and more generally that \( N(p \land q) = N(p) \cap N(q) \). The semantic entailment is then defined by
\[
K \models (p,A) \text{ iff } \forall \omega, \pi_K(\omega) \subseteq \pi_{\{(p,A)\}}(\omega).
\]
The set of agents that are individually inconsistent \( \text{inc}(K) \) is semantically expressed as \( \text{inc}(K) = \bigcap_{\omega \in \Omega} \pi_K(\omega) \). It can be shown that MA-logic is sound and complete wrt this semantics.

It is important to notice that \( \text{inc}(K) = \emptyset \) means that any agent is individually consistent, which is weaker than the condition \( \exists \omega, \pi_K(\omega) = \text{ALL} \), which in turn means that the agents are collectively consistent. This latter condition is equivalent to the consistency of the classical logic base \( K^* = \{p_i | (p_i,A_i) \in K\} \).

### 2.4 Multiple agent possibilistic logic

MA-logic handles all-or-nothing beliefs and can be extended to the handling of multiple agent graded beliefs of the form “all the agents in \( A \) believes \( p \) at least at level \( \alpha \)” denoted \( (p,\alpha/A) \). \( \alpha/A \) denotes a fuzzy set of agents defined by \( \forall a \in \text{All}, \alpha/A(a) = \alpha \) if \( a \in A \) and \( \alpha/A(a) = 0 \) if \( a \not\in A \). The inference rules becomes (where \( \cup \) is the max-based fuzzy set union)
\[
(p,\alpha/A), (p,\beta/B) \vdash (p,\alpha/A \cup \beta/B) \\
(\neg p \lor q,\alpha/A); (p \lor r,\beta/B) \vdash (q \lor r,\min(\alpha,\beta)/(A \cap B))
\]
When \( \alpha = 1 = \beta \), we retrieve the MA-logic resolution rule, identifying \( (p,A) \) with \( (p,1/A) \). When \( A = \text{All} = B \), we retrieve the possibilistic resolution rule. \( \text{inc}(K) = \bigcup \{\alpha/A \mid K \vdash (\bot,\alpha/A)\} \) then yields a fuzzy set of individually inconsistent agents, which describes to what extent different subgroups of agents are inconsistent. The semantics of a base \( K = \{(p_i,\alpha_i/A_i)\}_{i=1,m} \) is now in terms of a fuzzy set-valued distribution (i.e. each interpretation is associated with a maximal fuzzy set of agents for whom the interpretation is more or less possible), and such that \( N(p_i) \supseteq \alpha_i/A_i \), where \( N(p) = \overline{\Pi(\neg p)} \) and \( \Pi(p) = \bigcup_{\omega,\pi_p} \pi_K(\omega) \). Soundness and completeness results of MA-logic and possibilistic logic can be extended to this case.
3 Concluding remarks

The paper has presented MA-logic and its possibilistic extension that enables a rich handling of inconsistency both in terms of subsets of agents and in terms of levels of certainty. In particular, two formulas such as \((-p, A)\) and \((p, B)\) are contradictory only if \(A \cap B \neq \emptyset\), i.e. if there exists an agent that believes both \(p\) and believe \(-p\).

One may think of several extensions. On the one hand, one may develop an extension of generalized possibilistic logic [8], a logic that allows not only for conjunctions but also for disjunctions and negations of possibilistic logic formulas such as \((p, \alpha)\), for handling disjunctions and negations of formulas of the form \((p, \alpha/A)\). One may start with a multiple agent extension of MEL (short for “Meta Epistemic Logic”) [2] (which can be viewed as the Boolean restriction of generalized possibilistic logic), which would allow us to consider the disjunction and the negation of formulas like \((p, A)\), and to express for instance that at most the agents in some subset believe \(p\).

On the other hand, one might also take into account trust information about information transmitted between agents [4, 9]. For instance, assume agent \(a\) trusts agent \(b\) at level \(\theta\), which might be written \((b, \theta/\{a\})\), assimilating \(b\) to a proposition standing for “what \(b\) says”. Then together with \((p, \alpha/\{b\})\) (agent \(b\) is certain at level \(\alpha\) that \(p\) is true), it would enable us to infer \((p, \min(\alpha, \theta)/\{a\})\) in a possibilistic logic manner. Indeed, substituting \((p, \alpha)\) to \(b\) in \((b, \theta/\{a\})\) yields \(((p, \alpha), \theta/\{a\})\), which indeed reduces to \((p, \min(\alpha, \theta)/\{a\})\) (see [7] for a justification).
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