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Cognitive planning

Model of the human’s mind

Mental attitudes (beliefs,
desires, intentions)

Persuading/
influencing goal

Mental attitudes (beliefs,
desires, intentions)

Sequence of speech acts

Machine Human
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Our contribution

m We encode the cognitive planning problem in an epistemic logic with
a semantics exploiting belief bases (Lorini 2018, 2019, 2020)

m We study a NP-fragment of the logic whose satisfiability problem is
reduced to SAT
m We provide complexity results for the cognitive planning problem
m We illustrate its potential for applications in HMI: persuasive
artificial agent



m A countably infinite set of atomic propositions Atm = {p, q, ...}

m A finite set of agents Agt = {1,...,n}

Language:
Lo: a == ploalagAha]orVa| e,
L: ¢ == al-wlerAg eV |Oig| O,

with p € Atm and i € Agt

Aja: agent i explicitly believes that «

Ui agent i implicitly believes that ¢



Semantics

Definition (State)

A state is a tuple B = (B4, ..., By, V) where:
m for every i € Agt, B; C Ly is agent i's belief base,
m V C Atm is the actual environment.

The set of all states is denoted by S.

Definition (Satisfaction relation)

Let B=(By,...,Bn, V) €S. Then:

BeEp < peV

BE-a < BlFa
BEaiANay <= BEaand BE a;

BEAia <= «a€B



Definition (Multi-agent belief model)

A multi-agent belief model (MAB) is a pair (B, Cxt), where B € S and
Cxt C S. The class of MABs is denoted by M.

Definition (Epistemic alternatives)
Let B=(By,...,B, V),B = (B],...,B,,V') €S. Then,

BR;B' if and only if Va € B; : B’ |= «.



Definition (Satisfaction relation (cont.))

Let (B, Cxt) € M. Then:

(B,Cxt) Fa <— BEa«
(B,Cxt) EQjp <= VB’ € Cxt:if BR;B' then (B',Cxt) E ¢

Checking satisfiability of L(Atm, Agt) formulas in the class M is a
PSPACE-hard problem.



NP-fragment

Single-reasoner fragment:
‘CFrag: ¥ L= 0“_‘<P|<Pl/\§02|901\/§02||jm04‘<>m0¢

where « ranges over Ly and m a special agent in Agt called ‘machine’

Recall:

Lo: a == pl-alagAhax|arVal| A



Polynomial reduction to SAT

nnf NNF tri tra
‘CFrag -2 ‘CFrag ==> LMod ~=» ﬁpf’op

Figure: Summary of reduction process

[ ] EH':gF: NNF variant of EFrag

m Lpod: mono-modal language with no nested modalities, A\« are
treated as atoms (fresh atoms pa,q)

m Lprop: propositional language, atoms have ‘world’-indexes+-atoms
for ‘simulating’ accessibility relations

Checking satisfiability of formulas in L in the class M is an
NP-complete problem.

Frag



Dynamic extension

Dynamic language:

Lie: ¢ 5= al-pleiAe|p1Ves | Ona|Onal[+ialp

[+ia]p : ¢ holds after agent i has privately expanded
her belief base with «

Definition (Satisfaction relation, cont.)

Let B=(B1,...,Bs, V) €S and let (B, Cxt) € M. Then:

(B,0xt) = [+ialp < (B, )

with Vi =V, BY* = B; U {a} and Bj’"CY = B; for all j # i.



Dynamic extension (cont.)

The following equivalences are valid in the class € M:

, T, ifa = A,
[+ia]a’ < 1

o', otherwise;
ol > Lol

[+ial(p1 A @2) < [+ialpr A [+ialpz;

[+ic](p1 V @2) > [+icer V [+ia]epz;

On(a —a’), ifi=m,

io]Oma’ <
[+ia]Hma {I:Imo/, otherwise;

Om(and), ifi=m

. ! I gl

[+ia]Oma’ < {(}ma’, otherwise.

Polynomial reduction of satisfiability for E;“rag to satisfiability for £
via the previous reduction axioms

Frag

Theorem

+

Frag [N the class M is an

Checking satisfiability of formulas in L
NP-complete problem.



Cognitive planning problem

= Agent m's set of informative actions:
Actyy = {+ma:a € Lo}

Elements of Acty, are noted €, ¢, ...

= Executability precondition function:

P Actm — Ly

= Successful occurrence of an informative action:

(e E Pl Alde

() : agent m's informative action e can take place

and ¢ holds after its occurence



Cognitive planning problem (cont.)

Definition (£ -planning problem)

Frag
A E;rag—planning problem is a tuple (X, Op, ag) where:
m X C Ly is a finite set of agent m's available information,
m Op C Acty, is a finite set of agent m's operators,
m ag € Ly is agent m's goal.

A solution plan to a Egrag—planning problem (X, Op, o) is a sequence of

operators €1, ..., €k from Op such that ¥ E=m (€1)) . .. {(€x))Omae

Theorem

Checking plan existence for a L’Eag—planning problem is in NPNP = P

13



Example

m Agent h: human user who has to choose a sport to practice
m Agent m: artificial assistant
m Agent m's goal: agent §h forms the intention to practice a sport

m Solution plan: sequence of speech acts by m

env loc soc cost | danger | intens
sw | water mixed single | med low high
ru land outdoor | single low med high
hr land outdoor | single | high high low
te land mixed mixed | high med med
SO land mixed team | med med med
yo land mixed single | med low low
di | water mixed single | high high low
sq land indoor mixed | high med med

Table: Properties of sports



Example (cont.)

Model of the human’s mind:

o %f A (Apval(o, x — v) = Ag-wval(o, x — v'))
o€ Opt
XEVar
v,v/ € Valyvtv!

s def /\ (des(h, ) — —des(h, "))
r,r/ g2Desx.ror/

a3 \/ des(n,T),
I eoDes
def .
A (ldeal(h, o)« \/ (des(h,N) A N fomp(o, 'y)))
o€ Opt reoDesx ~yer
as def /\ (justH’((]7 0) +» \/ (des(h,T) A /\ f'czmp(o7 ’y)))
o€ Opt reaDesx ~er

ag = des(h,ly)
with

'y ={env — land,intens — med, ~loc — indoor,
[cost — high] ~~ soc — mixed}



Example (cont.)

Information about properties of sports:

a; & /\ (val(o,x — v) — —wal(o, x — V')
o€ Opt
x€ Var
v,v' €Val:v#v
def
ag = /\ val(o, x — v, x)

o€ Opt,x€ Var

Potential intention: potintend(h, o) def Avyideal(h, o) A justif(h, o)



Example (cont.)

Operators:

Op ={inform(m,h,val(o,a)) : 0 € Opt and a € Assign}U
{inform(m.p.ideal(h, 0)) : 0 € Opt}

Executability preconditions: P (inform(m,h,p)) = Omp

Planning goal: a¢ oef V oc0pt POtIntend(h, o)

€1, €2, €3, €4, €5 IS a solution to the planning problem (X, Op, ag) with
Y ={o1,...,a8} and
def . . def .
€1 = inform(m,b,ideal(h, te)) €2 = inform(m,b,val(te, env — Jand))

inform(m,p,val(te, intens — med)) e def inform(m,b,val(te, loc — mixed))

€3

€5 def inform(m,b,val(te, soc — mixed))



m Implementation of a cognitive planning algorithm using a SAT-solver
m Extension by belief revision: feedback from human to machine

m Extension by ‘yes-no’ questions: extension of language /.Zgra by
program constructions of propositional dynamic logic (PDL%



