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Abstract. In this paper, we propose a methodological approachdifficult to carry out learning approaches. In this context, matching

based on pattern design and acquisition from texts in order to enriclinguistic patterns with texts offers a robust solution under a human

lightweight ontologies with non-taxonomic relations. Since learningsupervised process. Based on Hearst's ideas, we developed a first

approaches require constrained domains and corpora with strong regol, Cangléon, that implements pattern matching in corporato iden-

ularities, an alternative method is needed to locate sharp relations iify relations and concepts for ontology engineering [16].

versatile corpora. Our approach relies on an existing ontology, a pat- Our aim is to build on our experience in pattern-based relation ex-

tern bank that can be enriched and a tagged corpus resulting fromteaction and ontology building with Ca&féon in order to preserve

morpho-syntactic analysis. The objective is twofold : (i) the morpho-the sturdiness of extraction and improve the assistance given to the

syntactic patterns stored in the bank are used to identify new relationsser during the critical steps of the ontology building process. We

between the concepts from the ontology (ii) new patterns identifyingoropose a methodological framework that better support the user dur-

new kinds of relations are extracted from the context of cooccuring the pattern and relation identification tasks in the case where a

ring concept labels; these patterns enrich the pattern bank and can berarchy of concepts and their related terms are already available.

matched to look for new semantic relations. At the end of the pro4n keeping with the options made in Céaleon, this framework pro-

cess, the original ontology is enriched with the relations extractednotes pattern reuse and adaptation. Its first novelty is to guide more

from texts. efficiently the identification of related terms in the sentences matched
with known patterns. The major change is to automatically suggest

. corpus-specific patterns.

1 Introduction In the first part of this paper, we introduce the main issues re-

Relation extraction from texts contributes in two complementarylated to using pattern for ontology enrichment. In the second part,

ways to Ontology Engineering: automatically identifying relation in- We present our framework by explaining our algorithm and its im-

stances between concept instances results in Ontology PopulatioP!ementation.

extracting relations or properties between concept classes is part of

Ontology Building, and it is automated for Ontology Learning. 2 Patterns for ontology enrichment

On the one hand, recent works in Ontology Population rely on . . .
learning technics based on statistics combine?ijith?/vorks in “néuiSPattern-base_d approaches fc_Jr sema_lntlc relations discovery are based
tics [14] [20] [15] [8]. Their rather good results arise from the fact on the premise that semantic relations between terms such as hy-

that the task is highly constrained by the existing material: conceptgerr‘.ymy or part-whole can ke priori mferred from corpus Inves-
and relations are already defined in the ontology; sets of manuall jgation gnd gb_stracted in a pattern which embeds all the potentially
tagged documents are available as well as label lists of concept iri/-elﬁ]idsgngu'Srgzsﬁg:incesase three different steps - during the ac
stances; the searched relations can be expressed with a reduced num- . - pp upp e d S ps - during

ber of variant phrases that are listegriori. Brewster and Ciravegna quisition step, the pattems are de_5|gned, c_iurlng_ the matching _step,
[5] experimented machine learning algorithms to support pattern!he patterns are useq to extract Iexllcal relatlonshlps. betweep pairs of
based relation extraction. Their system is able to define one or severr"ﬂ ms from_te_xts, d_urmg the modelling step, eac_h lexical fe"”?“"” may
ead to defining pairs of concepts connected with a semantic relation

atterns from a set of linguistic expressions that have been tagged as
b 9 P 99 In the ontology.

revealing a relation between concept instances. Learning is particu- . . . .
- . ) L A given relationREL can be discovered by means of different
larly relevant in fields where texts are little disposed to variations. .
y P atterns. We call this sgp”F = {pfiPL:e | pRELY \We con-

For instance, many works [7] have been done in the biomedical fiel ider that tterEEL is a lexi tacti tructi hich i
where texts offer the advantage of redundant structures which can pacer that a patters IS & fexico-syntactic construction which 1s
efined for capturing the semantic relati®¥ L between two enti-

easily fixed in reproductive patterns. . - o . .
- . ties X andY'. This capture assumes an implicit intermediary lexical
On the other hand, Ontology Building deals with a more complex . 7 2
lation between two termg: related toX and¢~ related toY'.

task since neither concepts nor relations are known: both emmen%relation REL can be desianated by several labels or terms noted
must be discovered. Many works have been dedicated to the extrai- Y Y

REL;
tion of terms as concept labels and to the extraction of taxonomic ;?Zléﬁgﬁﬁvj\gh;n?itg hﬁgkgr; tt?et:]etextriylatior;”fggs to extract
relations [4], but the extraction of non taxonomic relations is still aP (t',t7) y '

challenging task [11]. This lack of initial anchorage makes it more Since we intend to use pattern matchlng_ to enrich an existing on-
tology, patterns should help to extract relations between concepts of

L RIT - University of Toulouse, France, emaifaussenac, chagnoux, this ontology or new concepts to be added to the ontology. This goal
hernang @irit.fr implies focusing on an extra step which consists in mapping pairs




of terms to pairs of appropriate concepts, in identifying the right C FAr engine) extracted for the relatio®OW ER' from the fol-

semantic relation and in enriching the ontology with this new re-

lation. According to the proposed notation, the paRB L' (¢!, t%)

lowing two examples 2 and 3 can lead to several potential conceptual
relations listed in 4.

extracted from texts thanks to patterns must be transformed into pairs

REL¢(c',c?) wherec’ andc? are two new or existing ontology
concepts. The main problem concerns the interpretation process.

In the next section, we discuss the major issues involved in this 3)

step.

2.1 Mainissues

2.1.1 Identifying concepts from terms

The identification of the concepts referenced by the terms of a pair
polysemy and

is mainly complicated by three linguistic issues :
metonymy at local level and anaphora at global level.

Polysemy Polysemy is simpler, from an ontological point of view,

than from a general perspective since ontologies are more generalbl
dedicated to a specific domain. Polysemy occurs when a term coi="
responds to a label shared by different concepts. The term can thus

refer to different conceptsj or ck. For instance, plant’ is ambigu-
ous since it could refer to the concepgaétory’ or to the concept
“plant’ in the biological sense.

Metonymy Metonymy is a recurrent issue in Ontology Building.
In metonymy, the ternh must not be associated with the concept
to which it seems to refer but withk which is closely associated
to ¢j. For instance, in the sentencié pilot climbed to height 600
m"’ must be understood ashe aircraft climbed as it is the aircraft
which has the property of going upward.

Anaphora Anaphora is probably the main issue since it is the
most frequent phenomenon in texts. Pattern design is spatially co
strained and so far no method has been proposed to overlap sente

since patterns are matched to each sentence independently. When

n

@)

“American General Electric CF6-50 engines powered the
A300

“The Airbus A318 Elite will be powered by CFM engihes
POWER(CF6-50 engine,A300)

POWER(CFM engine,Airbus A318 Elite)
POWER(engine,AirbusAircraft)
POWER(engine,Aircraft)

POWER (Aircraftcomponent,A300)

POWER (Aircraftcomponent,Aircraft)

(4)

a.
b
c.
d.
e
f.

Since it seems to be difficult to automate relation conceptualiza-
tion at the right level, the only option is to ask the user for validation.

2 Caneléon : benefits and drawback of past
experiments

The method described in this paper is based on&f@on, a system

that supports ontology enrichment with semantic relations according
to pattern-based relation extraction from texts. @@on provides
assistance to reuse, adapt or design patterns for syntactically tagged
texts. Then it supports pattern matching, human validation of the sen-
tences found with the patterns that leads to defining terms and lexical
relations, and finally it proposes an ontology editor where conceptual
relations can be added.

Caneleon’s ability to extract non-taxonomic relations from texts
has been recently evaluated in [1] and [2]. These papers have shown
both benefits and drawbacks of the approach. The undeniable asset
of the pattern-based approach is its accuracy in discovering relations.
The advantage of applying the method to a varied set of corpora is to

make it possible to formulate some domain and corpus independent

e
segmentation. Consequently, valuable information is frequently lo;ﬁresholds.

§EFirstly, the experiment confirmed the high cost of pattern design,

lated terms appear in two consecutive (or worse non-consecutive) 5nd the gain brought by pattern reuse.

sentences, entity or entity Y -or even both- can be missing. For in- Secondly, when building an ontology, a major problem comes
stance, in 1, the semantic content of the second sentence will not be from the difficulty in identifying the terms involved in the rela-

taken into account if the matched patteriNi&/B[BE] [ADJ]? NP *
[to manufacture]

(1) “The Airbus A310 is a medium to long-range widebody air-
liner manufactured by Airbus SAB.was the second model

to be introduced by Airbus after the A300.

2.1.2 Matching semantic relations

Once the concepts referenced by the pair of terms have been iden-
tified, a problem remains when enriching the ontology with a new

relation. It is often difficult to determine at which level of the ontol-

tion and matching them with ontology concepts.

e Thirdly, reuse is successful in identifying cross-domain relations
like hypernymy but it may lead to few conceptual relations de-
pending on the textual genre of the corpora. For instance, only
didactic handbooks contain definition patterns. When defining
domain-specific patterns, this method is tedious and severely lim-
ited by the small number of patterns typically employed.

e Finally, the evaluation of the method on disparate corpora has

shown a great heterogeneity of results from one text to another

as well as from one relation to another. These results will be true
for any pattern-based approach for relation extraction.

ogy the relation has to be added. The relation can be true only for gecause we assume that a taxonomy of concepts and their related
the concepts identified from the terms or can be generalized to 0On@ms form the kernel of an ontology to be enriched with conceptual

of their parent concepts.

relations, we identified two possible means to improve this process:

For instance, let's assume that an ontology includes the

following two hierarchies: CF6-50 engine IS-A  CFM en-
gine IS-A engine IS-A  Aircraftcomponent; A300 and A318
IS-A  AirbusAircraft 1S-A  Aircraft. Then, the lexical re-
lations POW ER'(American ~ General Electric CF6 —
50 engine, A300) and POW ER'(The Airbus A318 Elite,

e During pattern matching, the system will propose all known onto-
logical terms occurring in the sentence as being potential related
terms. From these lexical relations, potentially conceptual rela-
tions can be defined. The validation could be delayed and could
bear only on candidate conceptual relations.



o The system will learn patterns from the contexts of co-occurring3.1.2 Ontology

terms or concepts from the ontology. We will first enrich texts with ; lis to identify th ncents referenced b irs of term
semantic annotations (the concepts corresponding to term occﬁstoutg;?h skot € t:y € concepts elg eh'cil dy pa zo i € trs1
rences). Learning will take into account POS tags and semanti€* acted thanks fo patlerns, our proposatis highly dependent on the

annotations to define high level patterns. This step should reduc%mOIOgy lexical component. For this reason, we consider lightweight

the cost of pattern definition and improve concept identification,omOIOgIes which are composed of two SemIOt.'C levels [15.]' The lex-

because the process fixes terms and concepts to determine the Féql level (L) covers allthe terms or labels Qef|ngd o designate con-

lation. cepts or relations. The conceptual level defined in the structure (S) of
the ontology represents the concepts and the semantics defined from
the conceptual relations that link them.

The structure of an ontology is a tufe.= {C, R, <, dr } Where:

3 Aninteractive approach to define and reuse

linguistic patterns e C, R are disjoint sets containing concepts, non taxonomic rela-
tions
Most of the approaches in the literature are concerned with conceg <. ¢ x Cis a partial order on C, it defines the hierarchy of con-
identification. Patterns are used to extract relevant lexical unit pairs. cepts
The approach we present in this paper differs in that the elements 5, . R — ¢ x C is the signature of an associative (or non-
we attempt to find are relations and not concepts in relations : we taxonomic) relation.
suppose that, in our patterns, X and Y are identified since they match
ontology-defined concepts. The lexicon of a lightweight ontology is a tuple L
Moreover, seeing that most relation extraction systems aim at distLY, L*, F, G}

covering taxonomic relations [19], part-whole relations [11] and hy- c R L " .
pernyms [17], we have focused our work on transversal relations® L+ L™ are disjoint sets containing labels (or terms) referencing
Other works have already dealt with this question: [10] is interested CONCePts and relations
in causal relations, [12] compares causal relations in English and " G are two relations called reference, they enable access to the
French, [18] explores Semantic Web possibilities, etc. But most of 1aPels (or terms) referencing respectively the concepts and the re-
the time, the works narrow their typology to a very small number of ~ 'ations.

relations. We believe that the pattern-based approach is able to CaRote that a concept can be defined by several terms, and a term, when
ture more accurate relations provided that the resources are extend$t0|S ambiguous, can reference several concepts

This belief was already one of the fundamental options in &aam In our approach, a lightweight ontology is given as input to our
where the list of s_earched reIau_on types is open and can be adapt%gstem. This ontology is at least a hierarchy of concepts defined with
to each new studied corpus. It is also the option chosen by [13] tQ"|axicon? :— {L°.F} and a structuré” := {C,<}. The aim
identify lexical patterns which represent semantic relations betweer our approach is to enrich bos by identifying R z;ndaR from
WordNet concepts. In our approach the user lies at the heart of t xts andL” by definingG.

process since he validates all suggestions, especially during pattern

acquisition. Our work can also be compared to the dynamic itera3.1.3 Corpus

ti h of [6] si it is founded on th three kind
Ive approach of [6] since it is founded on the same three kinds otI'he choice of the corpus is a deciding factor in the ontology enrich-

resources. . .
ment process. The corpus must describe the items of knowledge that

Thanks to the ongoing interest in the semantic web, existing on il be int ted into th tol | h th .
tologies are now accessible through the Web. For example, gatewaﬁ'/\g € integrated Into the ontology. In our approach, thé Corpus IS

such asVatson 2 or Swoogle * make it possible to retrieve and ac- extracted from existing_ corpora and exp(_erts ml.JSt guarantee that it
cess ontologies and ontology entities. In our approach, we propos%overS the whole domain in a representative period.
to reuse relations or properties found in existing ontologies.

3.2 The Webcontent project: a case study

3.1 Required resources Our work takes place in the context of WebConteatproject which

. . . . ., aims at building a computing environment to explore and use the
Our approach takes as input a list of existing patterns, a IIghtVVe'ghéemantic Web technologies for applications like, for instance, Tech-
ontology and a corpus. nological Watch. One of the application fields is the economic watch
in the aviation industry. Consequently, all the resources cited as ex-
amples in this paper are related to our work in the project for this
application. The pattern base presented in the above section has been
manually enriched with non-taxonomic relations discovered from the
Xorpora. Table 1 illustrates some examples of relations discovered by
patterns and associated with the linguistic segments.

In the framework of the WebContent project, we propose to en-
rich a handmade hierarchy of concepts of the aeronautical domain.

? Watson [9] for the Semantic Web aims ‘to provide an effi- A sample is presented in figure 1. Each concept of this ontology is
cient access point to the online ontologies and semantic data.” See

http://watson.kmi.open.ac.uk/Overview.html associated with a list of Iabelsl. .
3 Swoogle , http://swoogle.umbc.edu/, crawls the World Wide Web for Se-  \We propose to extract relations between concepts from two differ-
mantic Web documents written in RDF ent kinds of texts. The corpus we used to illustrate our approach is
4 Since Caraleon was built for French, patterns were rebuilt to fit English
5 We notably reused [3] and [12] among others 6 http://www.webcontent.fr, June 2008

3.1.1 Pattern base

The first step of our methodological proposal is the reuse of alread
existing patterns: we adapted Célon patterrfsas well as those
from other works in a base of patterns where they are organized
according to theRE' L relations and their labels.




Table 1. Examples of transversal relations and related patterns INPUT Ontology
orpus
__

A3

Relation examples of pattern

Communicat.| Xinstruct (DT)? Y

Build X (MD)? build Y tagged Pattern Matchin, attern

Build X (MD)? assemble (DT)? Y IM Rolt,§)

Own X belonging to Y arichment

Identified Relation Unknow Relation

Ontology enrichment New pattern discovery

|
Concept Identification

1
1
REL.(C,, G) !
1

Ontology Integration

1
1
1
i
1
] 9REL(C, C))

User validation ‘X’

= Enriched Ontology

Enriched Pattern Base

~—
Pattern
Base

OUTPUT

Figure 1. Extract of the ontology used in WebContent Figure 2. Overview on our system

Pattern proposition and Validation For each new relation

in English. It is built up from 513 short news releases from AFP . . .
and 14Wikipediaarticles about particular aircrafts such as A300 or RELnew dete_cted thanks to existing ontologies, v:/e ,,d'sp lay to the
user the relation and all the pairs of conceBt& L., °(c¢', ¢’). The

B737. This double nature situates our work both in the field of eco-

nomics with the news from AFP and in the field of aeronautics withtth::;Ta?zl:]e?;g ;/a!tdeitqe trhoe ;2:Z?gzt0;fthznr§:zgiﬂéltfchaenvsgdagﬁ;_
the Wikipediaarticles. 1on, Yy prop p g

ated according to the sentences where the pairs have been identified.
The user validates the relevance of the patterns. Validated patterns

3.3 Algorithms and implementation are added to the base.

The aim of our proposal is twofold: using and discovering relation
extraction patterns and enriching an existing OntO'Ogy with new rela- Relation validation For each relation detectedREL and

tions. ‘ . . . _ RELney), the system displays to the user the labels of the relation
In this section, we give an overview of our system by presentingand the pair of related concepts. The user then decides where to add
our general algorithm. We then detail its different steps. the relation in the ontology. He can either decide to

add the relation betweenl and¢’

add the relation between an ancestot‘cdind an ancestor ef
add the relation between a concept linked'tin the ontology and
a concept linked te*

reject the relation for the pair

3.3.1 Overview

Figure 2 presents an overview on our system.
The first part of the algorithm is dedicated to processing - relations.
and pattern discovery - and the second one to validation by the user.

The validation phase is carried out in a second time in order to proy, order to facilitate his choice, for each pair the user can have access
pose to the user all the pairs extracted for a relation. We believe tha} he sentences where the pair have been found in the text and to the

this way the user's work is facilitated. context of each concept in the ontology (labels of the concepts and
related concepts).
Processing For each pair of distinct ontology concefis, ¢'), The implementation of the different steps is detailed in the follow-

we look for all the sentences that containt’ wheret?, ¢ belong  Ing.

respectively to the set of labels associated with conaépts. If one

of the base pattern®™#%; can be matched on the sentengave  3.3.2 Ontology enrichment

store the relatioR E'L extracted by the pattern, the pair of concepts )

REL(c',¢) and s. If not, we search for a relation that could be Pre-treatment Our system has been implemented WEATE
defined in an existing ontology. If such a relation is found, we storeVhich provides a Language Engineering software architecture to de-

the new relation NOte®E L ,..,, the pair of termsRE L., °(c*, ¢') velop and deploy NLP chains. It has the advantage of offering finite
ands. state techniques to extract or annotate information. Each text sub-

mitted to our system is tokenised, split into sentences, tagged with
7 Agence France-Presse, a French news agency TreeTagger and annotated with ontology information.




Pattern matching Once the text has been processed through thigelations to the ontology, the user will be asked to validate each pro-
sequence of tools, relations are discovered WARE, theJava An- posal.
notation Patterns Enginewhich provides finite state transduction 3.4
over annotations based on regular expressions. For each pair of terms$
that correspond to concept labels, we GFETEto discover potential Sometimes, no relation can be identified between two concepts
relations. Each type of relation is associated to a JAPE grammar: i.@vhose instances co-occur in a sentence — we thus have pairs of
a set of phases running sequentially in order to constitute a cascaderphan” concepts. In this case, we implicitly assume that already-
of finite state transducers over annotations defined at the start of eaelisting ontologies may include already-established relation(s) link-
grammar. TreeTager results will be exploited in the pattern design aimg these two concepts. We thus enrich our strategy with relation and
they provide morphosyntactic information and lemma. pattern proposals to the user.

Table 2 presents examples of relations identified between concepts
according to existing patterns after the disambiguation process. IRelation Proposal First, such pairs of orphan concepts are dis-

Discovering and validating new patterns

also presents sentences which illustrate these relations. covered from texts and submitted Watson . This step yields all
available relations between such two concepts, which are present in
Table 2. Examples of transversal relations between concepts. the database. For instance, none of the patterns previously stored in

our base corresponds to a relation between the condegtsdri and
“Company, although they frequently occur within the same context,
as illustrated below:

Relation | Concept é Concept é [ Examples of textual segment
Comm. | Pilote Controller | “the controller instructed 1. “Airbus Names New Chief Managers for A380, A320 Progfams
_ _ the pilot _ 2. “ Aircraft maker Airbus has named Mario Heinen senior vice pres-
Build Alrcraft Plant Airbus is expected to begin ident and chief manager of the A380 aircraft progtam
Manufacturer to build plant 3. L B the vi . ident of Airb
Build Factory Plane “the plant will have the ' aurence barron, the vice senior president ot Airbus
capacity to assemble four Watson proposes theWork for” relation.
aircrafts per month
Own Airway Plane “the Airbus A320 belonging )
Company to Armenian Airline% Pattern Proposal Meanwhile, the system suggests a set of pat-

terns which could be associated with the new relation. Patterns com-
bine all kinds of elements defined by t@ate resources in the pat-
tern set: for instance, the lemma “name” is treated either as a syn-

ificati . it th invol tactic category (verb), as a semantic category (a verb referring to a
Concept Identification In order to identify the concepts involved choice), or simply as a strifigFor each item in the sentence, the

in pairs REL (t',t*), gazetteers annotate text words according to thegystem proposes either its grammatical category, its semantic cate-
concept labels that are defu_qed in the lexicon of t_he ontology. Fobory or its word (lemma). The result is a list of combinations mixing
each concept, a gazetteer is constructed a_ccordlngFt(x:). For heterogeneous elements and matching the linguistic configuration.
example, the gazetteer for the concpfenewill be composed of From sentences such as examples 1 and 2, our system will pro-
the_termsaircraft_, plane, aeroplane, airpla_neThis step is crucial pose several combinations illustrated by examples 1la—1d. If Named
as it will determine theX' and theY” used in our pattems and the Entities or any other semantic knowledge is available in particular

anchorage of the pattern proposal. To ensure that the most Spec"é%zetteers they will appear in patterns as in 1e
concepts are identified, gazetteers are implemented in order to favor '

the detection of labels that correspond to the longest possible phraskéa) X name Y
(i.e. composed of the greatest number of words). For example, in theip) X name (NP)? (NP)? Y
sentence The heads report to the vice presidernhe labels of two X (VB=ch v
concepts are present. We will favor the extraction of the |labiek" (¢) X (vVB=choose)
president rather than president. (d) X (MD)? (VB=choose) Y

_As mentioned in a previous subsectl_on, a_label may refer to (e) X name NEPerson Y (with NEPerson semantic class of
dlfferer_lt concepts. We thus nee_d to dl'samblguate th(_e terms of * Named Person)
the pairs: when the label found in a pair refers to a single con- ) ]
cept, the corresponding concept is identified. For instance, in Contrary to learning approaches, the entire control of the user on
BUILT" (plant, aircraft), the term ‘4ircraft” is not ambiguous the pattern construction process guarantees the semantic significance
as it refers to the conceptane On the other hand, when the label of the patterns and the relevance of the identified conceptual rela-
corresponds to several concepts, the user will identify the relevarfions. Mear_lwh_ile, the interactive pattern acquisition accelerates the
concept during the validating step. manual validation process.

Enriching the ontology with new relations Once the concepts 4 Conclusion

involved in the relations are identified, we propose to enrich the onpattern-based relation extraction from a corpus can be an efficient
tology with the relations extracted for the most general concepts. Fomeans to enrich an ontology provided patterns can be collected, ac-
example, our approach extracts the relatiBWILD" for the pair of  cumulated, adapted and semi-automatically acquired, and provided

concepts factory’, “plan€ (as shown previously) and for the pair g ——— o m - " oer f

“ o , P, . e semantic category is chosen, the user has to create a gazetteer from
assemblyLine"plané’. As ,the concept assemblyLineis defined instances of relations proposed in the thesaurus. In our case, among the six-

as a subconcept offéctory’, the system only proposes to add the  teen selected synonyms, he could refasielect; pick; decide on; nominate;
relation in the ontology betweeridctory’, “ plan€'. Before adding designat¢ and ignore{give a name; baptize




related terms can be easily identified in matched sentences. To carry
out this process, we propose a tool which extends the&iam rela-
tion extraction tool by integrating learning principles. This new tool
embeds (i) term identification in phrases matching already-written
patterns and (ii) a pattern-creation assistant based on automatic pro-
posals but not on machine learning. [14]
Our tool is still being implemented as we now endeavor to im-
prove two aspects of our approach. The first hindrance is induced t{x5]
the problem of defining the context window where concept instances
are to appear. The default window in Caléon is the sentence. In-
deed, longer windows lead to prohibitively complex combinations [16]
while shorter windows often prove to be deficient in discovering re-
lations. The second issue relates to the way patterns are proposed.
Currently, all possible combinations of linguistic elements are pro{17]
posed to the user. The next step will be to reduce the number of
patterns when there are numerous occurrences of the same relati
thanks to a learning or clustering stage of the abstracted patterns.ﬁ\g
learning is not possible, at least, patterns will be ordered with respect
to an automatically-measured accuracy. This measure will compafé9]
the structure of new patterns to that of those already present in the
base. Evaluations will have to be carried in order to compare our
proposal with existing approaches. [20]

(23]
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