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motivation

• to address issues that are well-studied in virtual or simulated multiagent systems, but

present challenges in physical multi-robot systems

• with a focus on coordination, task allocation, human-robot interaction:

– robot-robot context ⇒ multi-robot routing

– human-robot context ⇒ shared decision making

• example domains ( environments that are risky for or inaccessible to humans... ):

– search and rescue

– humanitarian de-mining

– hazardous waste clean-up

– disaster recovery

– test environment: variant of the Treasure Hunt Game

• projected impact:

– to improve human/multi-robot team coordination in dynamic environments
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talk outline

1. research environment

2. coordinated task allocation

3. cooperative decision making
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research environment

• “rough-and-ready” approach

• deploy heterogeneous team of low-end (i.e., inexpensive) robots

(although work presented here only tests homogeneous team)

• distribute tasks (e.g., exploration) amongst team members

• replace lost robot(s) as needed

• practical constraints present difficulties

(e.g., image processing, computational resources, network connectivity, power

management, environmental noise, etc.)

⇒ research opportunities !!
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research environment: physical robot test facility
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research environment: composite view from 6 overhead cameras
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research environment: Surveyor1 Blackfin robot

physical robot Blender model

1http://www.surveyor.com
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coordinated task allocation

• aim: to study the application of market-based coordination mechanisms to multi-robot

routing problems

• problem definition:

Given n robots and m “interest points” (i.e., tasks), allocate tasks to robots.

• metrics:

– run time

– deliberation time

– distance travelled

– idle time

– number of “near collisions”

– delay time

• test conditions: Physical robots vs Simulated robots (in Stage)

• task allocation strategies tested here: Greedy taxi vs simple Auction
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coordinated task allocation: run time and deliberation time

0

50

100

150

200

250

300

350

400

PA SA PG SG

ru
n
 t
im

e

0

0.5

1

1.5

2

2.5

3

3.5

4

PA SA PG SG

d
e
li
b
e
ra

ti
o
n
 t
im

e

run time deliberation time

• auction mechanism produces shorter run time, despite longer deliberation time
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coordinated task allocation: distance travelled
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• greedy taxis travel farther, because auction mechanism attempts to minimise distance

• physical robots travel farther. why?
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coordinated task allocation: distance travelled (cont.)

PA SA

PG SG

• because physical robots wiggle more than simulated robots
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coordinated task allocation: idle time
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• greedy taxis spend more time idle

• tasks are more evenly distributed using auction mechanism
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coordinated task allocation: “near” collisions
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• auction mechanism produces fewer “near collisions”, and hence less delay time
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cooperative decision making

• aim: to study the application of argumentation-based dialogue to human-robot interaction

• important point: this work is not about natural language dialogue, but about

argumentation— a well-studied paradigm founded in logic that describes formal methods

for the presentation of evidence as reasons for and against particular conclusions

• typical human-robot interaction (HRI) implementations engage robot as a subordinate,

rather than a peer

• in risky / inaccessible environments, human has to trust robot to obtain sensor data and

sometimes be able to make decisions on its own

• test domain—

variant of Treasure Hunt Game: Human and robot together explore a region where only

robot has physical access. Robot can transmit sensor data to human. Robot can perform

some analysis of sensor data. Human and robot have to find and correctly identify n

treasures. Robot has limited “energy”. Game: points awarded for finding treasures; points

deducted for incorrect identifications and for energy usage.
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cooperative decision making: user interface
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cooperative decision making: underlying ArgHRI model

• we explore the following types of argumentation-based dialogue:

– information seeking—where one believes the other knows; e.g., robot asks human to

analyse an image

– inquiry—where neither knows; e.g., robot and human agree that robot should collect

sensor data about an unknown region

– persuasion—where one wants to convince the other; e.g., robot’s analysis of sensor

data differs from human’s analysis

• a bit of notation:

– Σi = complete knowledge base of agent Agi; belief b ∈ Σi

– ∆i = agent Agi’s private beliefs

– Γi(j) = agent Agi’s beliefs about what agent Agj believes

– in the table below: H = human and R = robot
b ∈ ∆R b 6∈ ∆R ¬b ∈ ∆R

b ∈ ΓR(H) agreement information-seeking persuasion

b 6∈ ΓR(H) persuasion inquiry persuasion

¬b ∈ ΓR(H) persuasion information-seeking agreement
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cooperative decision making: dialogue protocols

persuasion:

information-seeking:

inquiry:
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cooperative decision making: pilot user study

• 39 human subjects (20 with simulated robots, 19 with physical robots)

• mission: play Treasure Hunt Game; only tested persuasion dialogue

• experimental conditions: minimal dialogue vs full dialogue modes

• metrics:

– collaboration

– trust

– dialogue as a means of communication

– perceived performance

– effort
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cooperative decision making: pilot study survey
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cooperative decision making: pilot study results

with physical robots with simulated robots

• average metrics showed increase in collaboration, trust, dialogue and performance from pre

to minimal to full dialogue mode, and decrease in effort
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current and future work

• coordinated task allocation

– testing different auction mechanisms

• cooperative decision making:

– testing all 3 types of dialogue

• related projects:

– learning when to use existing mechanisms and learning new mechanisms

– learning how to coordinate
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