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Abstract

Integrating useful input information is essential to provide efficient recommen-

dations to users. In this work, we focus on improving items ratings prediction

by merging both multiple contexts and multiple criteria based research direc-

tions which were addressed separately in most existent literature. Throughout

this article, Criteria refer to the items attributes, while Context denotes the

circumstances in which the user uses an item. Our goal is to capture more fine

grained preferences to improve items recommendation quality using users’ mul-

tiple criteria ratings under specific contextual situations. Therefore, we examine

the recommender’s data from the graph theory based perspective by represent-

ing three types of entities (users, contextual situations and criteria) as well as

their relationships as a tripartite graph. Upon the assumption that contex-

tually similar users tend to have similar interests for similar item criteria, we
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perform a high-order co-clustering on the tripartite graph for simultaneously

partitioning the graph entities representing users in similar contextual situa-

tions and their evaluated item criteria. To predict cluster-based multi-criteria

ratings, we introduce an improved rating prediction method that considers the

dependency between users and their contextual situations, and also takes into

account the correlation between criteria in the prediction process. The pre-

dicted multi-criteria ratings are finally aggregated into a single representative

output corresponding to an overall item rating. To guide our investigation,

we create a research hypothesis to provide insights about the tripartite graph

partitioning and design clear and justified preliminary experiments including

quantitative and qualitative analyzes to validate it. Further thorough experi-

ments on the two available context-aware multi-criteria datasets, TripAdvisor

and Educational, demonstrate that our proposal exhibits substantial improve-

ments over alternative recommendations approaches.

Keywords: Recommender systems, multi-criteria decision, tripartite graph,

co-clustering, contextual situation, rating prediction.

1. Introduction

Significant research efforts have recently revealed that in addition to de-

signing single-rating systems that produce items recommendations tailored to

users’ needs, a substantial leap can be taken by integrating richer information in

terms of item criteria feedback or users’ contexts in the recommendation process5

[1, 2]. Therefore, traditional single-rating approaches are extended through two

research directions to provide a better recommendation performance by making

use the available information. The first direction is devoted to context-aware

recommender systems (CARS) [2, 3, 4, 5, 6, 7], where useful context-specific

dimensions of information (e.g., time, location, etc.) are integrated in the rec-10

ommendation process. These contextual dimensions affect user’s preferences,

since user’s decisions are always changing from contexts to contexts. One of the

well-known approaches in this area is the context-aware matrix factorization
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(CAMF) [2], which was initially introduced to embed contextual information in

the classic matrix factorization approach for improved recommendations. Sev-15

eral efforts followed the development of CAMF and suggested extended matrix

factorization models to adapt them for context-aware recommendations such as

[3]. The second direction concerns multi-criteria recommender systems (MCRS)

[1, 8, 9, 10, 11, 12], which take advantage of describing an item through multiple

criteria and considering the users’ feedback on each of them to produce more20

personalized recommendations. Among the earliest widespread contributions on

MCRS, the one proposed in [1] that considers multi-criteria ratings to customize

recommendation applications.

This article explores the combination of advantages raisen from the two men-

tioned research directions. In fact, users tend to give more detailed items feed-25

back based on their criteria ratings and also the contextual situations in which

these items are consumed.

As an illustration, consider the popular hotel reviews website (TripAdvisor1),

through which users can express their stay experience according to hotel criteria

(e.g., location, service, cleanliness etc.) and their context such as the season of30

traveling. Obviously, a seaside hotel would be more suitable in summer than in

winter leading to consider the location criterion with the temporal contextual

dimension to select the convenient hotel.

Despite this interest, nearly all recommendation studies have focused on context-

aware or multi-criteria based research directions independently of each other.35

To the best of our knowledge, only very few studies closest to ours [13, 14]

tackled the problem of using context when designing a multi-criteria utility

function for measuring the usefulness of items to target users. The contribu-

tion in [13] consists in defining a multi-dimensional recommendation space to

perform personalized services in mobile commerce based on users neighbors’ rat-40

ings. This particular recommendation space is represented by a 4-order tensor

containing sets of users, items, contexts and criteria. Then, multi-linear singu-

1http://www.tripadvisor.co.uk/
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lar value decomposition (MSVD) is used to find users’ neighbors based on their

multi-criteria ratings under relevant context information. In [14], the authors

addressed context-awareness and multi-criteria decision making in educational45

recommender systems. The core idea consists in integrating contextual dimen-

sions (e.g., class, semester) in the multi-criteria baselines steps to enhance the

recommendation quality. More specifically, the multi-criteria preferences were

viewed as contexts and a context-aware recommendation method was used to

integrate both contexts and criteria.50

Differently from closely related work [13, 14] in modelling the multi-dimensional

available data, we define a new representation modeling the associations between

users, contextual situations and criteria as a tripartite graph. To solve the tri-

partite graph partitioning problem, we create a research hypothesis H assuming

that users who have common contextual situations tend to have similar crite-55

ria interests. According to the posed hypothesis, we explore the idea of triplet

data co-clustering embedding contextually similar users providing similar cri-

teria ratings to target items. Precisely, we model the high-order partitioning

problem as a consistent fusion of two pair-wise co-clustering sub-problems, with

the constraint of the triplet structure. Furthermore, we underline a new chal-60

lenge through the tripartite graph representation, consisting in weighting the

relatedness between the different graph entities.

When it comes to the rating prediction step, we design a new strategy for this

task, unlike what was previously performed by closest studies [13, 14] which used

traditional existing methods to generate items rating predictions or recommen-65

dations. To predict cluster-based multiple criteria ratings for users involved

in specific contextual situations, our strategy relies on a novel combination of

two recommendation algorithms categories: (1) it first enables the integration

of context in the prediction process by considering the dependency between

contexts and users in a low dimensional space, and then (2) it emphasizes the70

inter-dependencies between criteria in the prediction process. Then, the results

from the discovered co-clusters including the ratings related to the criteria eval-

uations can be combined by an aggregation function into a global item rating
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representing the overall user’s assessment of an item.

Finally, we conduct a series of experiments to study the performance of our75

proposal and to address the following research questions:

(RQ1) What is the correlation strength between contextual situation of users

and the importance of criteria they consider for rating an item?

(RQ2) How do our co-clustering context-aware multi-criteria recommendation

method perform in comparison to representative baselines ?80

The rest of this article is structured as follows: in Section 2, we provide an

overview of the existing research on our topic. Section 3 describes the entities

of the context-aware multi-criteria tripartite graph as well as their connections.

We then introduce the proposed multi-dimensional recommendation model in

Section 4. The experimental results are presented and analyzed in Section 5.85

Finally, we conclude the article and we list some open issues that require future

work in Section 6.

2. Related Work

Traditionally, the recommendation is formalized as the problem of predicting

the likeliness of an unknown item to a user. Thus, the core algorithm in a

recommender system attempts to estimate the utility function fR(u, i) that

measures the appropriateness of recommending an item i ∈ Items to a user

u ∈ Users as follows:

fR : Users× Items → R0 (1)

In the vast majority of recommender systems, the utility function considers two

types of entities to produce a single criterion rating (R0) that represents the90

overall evaluation of an item by a user in the two-dimensional Users × Items

space. However, this assumption has been considered as limited [1]. Therefore,

these systems are extended to provide new lines of research areas such as context-

aware recommendation and multi-criteria based recommendation.
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2.1. Multi-Criteria Recommender Systems95

The recommender systems that focus on describing an item through multiple

criteria and consider the users’ feedback on them have been referred to as multi-

criteria recommender systems (MCRS) [1, 8, 9, 10, 11, 12]. These systems can

make more effective recommendations, where users leave not only an overall

rating on items, but also multi-criteria ratings that present their preferences on

different attributes of items. Accordingly, the utility function fR(u, i) in MCRS

is no longer with a single overall rating (R0). It additionally considers user’s

ratings on different item criteria (R1, R2, ...,Rk):

fR : Users× Items → R0 ×R1 ×R2 × ...×Rk (2)

MCRS are often classified as being either heuristic-based or model-based. The

heuristic-based methods [1, 9, 10] extend the conventional similarity compu-

tation of traditional recommenders to reflect multi-criteria rating information

where the users’ similarities are computed by aggregating traditional similarities

from individual criteria. In particular, the paper in [9] describes an heuristic100

approach that finds the neighbors of an active user by ranking the item criteria

preferences of each user. Then, the obtained ranks are exploited to predict the

overall ratings by adapting an extended similarity-based method. In [10], au-

thors proposed an heuristic approach that aggregates the users’ similarities and

find the overall ratings through genetic programming. On the other hand, in the105

category of model-based methods [1, 8, 11, 12] to which our proposal belongs,

the overall item rating is highly correlated to multi-criteria ratings, where a

predictive model is built to estimate the user’s overall rating on one item from

the observed multi-criteria ratings. The model-based methods are well known

for their flexibility and efficiency over heuristic approaches, since they can be110

applied with any recommendation technique. Besides, the overall item rating is

considered simply as just another criterion rating in similarity-based heuristic

approaches, while the model-based approach often assumes that the overall item

rating serves as an aggregate of multi-criteria ratings. One example is “Crite-

ria Chains”, proposed in [8], a model-based approach that constructs a list of115
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criteria as a chain and estimates the user’s rating on each criterion one by one

using the previous predictions as context information. Afterwards, linear and

conditional aggregations are applied for the overall ratings prediction. Another

model-based approach is defined in [11], where the authors deal with multi-

criteria recommendation by using a unified global and local tensor factorization120

that learns a global predictive model and multiple local ones. Rashed et al. [12]

put forward a non-linear co-embedding model for rating prediction that models

the user-item relation as a bipartite graph by leveraging additional criteria and

content features using their vector representations.

2.2. Context-Aware Recommender Systems125

Context plays a crucial role in recommendation since the information it

presents show the status of users in environment, and thus, it affects users’

decisions. In this line of research, several researches have been dedicated to

context-aware recommender systems (CARS) [2, 3, 4, 5, 6, 7], and such systems

are successfully employed to improve traditional recommenders. In CARS, the

contextual dimension is used to refer to the upper-level contextual concept (e.g.,

season, trip type). The term contextual condition is used to denominate the

contextual concept instances, (e.g., winter, summer). Therefore, the contextual

situation refers to a combination of contextual conditions of different contextual

dimensions (e.g., {summer, family trip}). Hence, the initial problem formulation

for recommender systems (Equation (1)) is extended as follows:

fR : Users× Items× Contexts → R0 (3)

We distinguish two categories of work in this area: the first one which is the

most widely used, integrates context in a single-criterion based recommendation

framework [2, 3, 4, 5, 6, 7] to estimate the relevance of an item according to the

current user’s context. Adomavicius et al. [5] were one of the first to incorporate

the contextual information in recommender systems to make recommendations130

based on multiple dimensions, profiles, and aggregation hierarchies. In [2], the

context-aware matrix factorization (CAMF) approach was initially introduced
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to contextualize the traditional matrix factorization by incorporating a contex-

tual rating deviation component into the recommendation process. Zheng et al.

[3] developed a CAMF approach considering the contextual correlation, which135

turned to measure the contextual situations similarities by defining three differ-

ent context similarity models. In [4], another CAMF was proposed to produce

points of interest (POIs) recommendations by exploiting user’s preferences and

real-time demand simultaneously. Cheng and Shen [6], worked on the concept of

venue-aware recommender systems for music, and constructed a latent variable140

model to infer users’ music preferences based on the venue and surrounding of

users. In [7], Jiang et al. developed an author topic model-based CF method to

facilitate comprehensive POIs recommendations for social users. The proposal

detects users’ similarities based on geo-tags attached to their posts in social

networking services.145

Recent trends in recommender systems have led to the emergence of a new

category that explores the exploitation of both context information and multi-

criteria ratings to improve the predictive performance. Only very few studies

have focused on combining these two research directions within a single recom-

mender [13, 14]. The main idea in [13] is the expansion of the dimensionality150

of the recommendation space to produce personalized recommendations based

on additional useful information. Particularly, the recommendation space is

defined by a 4-order tensor which additionally includes contextual information

and multi-criteria ratings in the traditional User × Item space. Then, user’s

neighbors are found using the MSVD under relevant contextual information to155

perform recommendations based on those found neighbors. Recently, authors

in [14] integrated context into different previous MCRS and applied them in the

area of educational learning. These recommenders have two different methods

for each step in the multi-criteria recommendation process. In fact, the indepen-

dent and dependent methods were used for the multi-criteria rating predictions160

step, and the linear and conditional aggregation methods for the rating aggrega-

tions step. Hence, the context has been incorporated in each method and within

each step besides the multi-criteria preferences which were also considered as
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contexts. Yet, rather than improving the prediction accuracy, the inclusion of

context in the process of rating aggregations has caused the performance degra-165

dation.

3. The Context-Aware Multi-Criteria Tripartite Graph

3.1. Basic Notations

In what follows, we define the basic terms we are going to use in a clear way.

More specifically, these terms are the elements belonging to the matrix represen-170

tation M of the multi-dimensional Users× Items× Contextual Situations×

Criteria recommendation space.

• Items.

An item is the general term used to denote what the recommender system

suggests to users. An item could be a movie to watch, text to read, product175

to buy or anything else depending on industries. We denote by I the set

of items I = {i1, .., iz}, where z is the total number of items.

• Users.

A user u may rate one or more criteria of an item in a specific contextual

situation. Let U be the set of users U = {u1, .., up}, where p is the total180

number of users.

• Contextual situations.

In recommendation systems area, the contextual situation is defined as a

set of contextual dimensions values that describe the context in which the

user consumed the item. Formally, let contextual dimensions set, noted185

Cd is represented by Cd = {cd1, .., cdk}, where k is the total number of

contextual dimensions.

Example. In tourism domain, Cd could include the following contextual di-

mensions: Cd={Trip type, season}. The contextual conditions set Cci of a

specified contextual dimension Cdi is represented by Cci = {cci1, .., ccil},190

where l is the total number of the contextual conditions corresponding to
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Cdi with 1 ≤ i ≤ k.

Example. The first contextual dimension (Cd1: Trip type) is defined by

the following contextual conditions Cc1={Family trip, solo trip, couple

trip, friends trip}. A contextual situation is built up as an entity noted195

sj , defined as a vector formed by the contextual conditions of k contextual

dimensions sj = {cc1j , .., cckj}, where 1 ≤ j ≤ m leading the whole set of

situations noted as S = {s1, .., sm}.

Example. A contextual situation s1 can be defined by the first contex-

tual conditions of both trip type (cc11: family trip) and season contextual200

dimensions. s1={ family trip, summer}.

• Criteria.

The criteria set consists of rated item aspects in different contextual situ-

ations. It is noted C = {c1, .., cn}, where n is the number of criteria taken

in regard for rating an item.205

Example. For the item “hotel”, the criteria set can be defined by C =

{location, service, quality of room}.

3.2. The Graph Structure

To deal with the multi-dimensional available data, we present the context-

aware multi-criteria network by a weighted tripartite graph GSUC=(S, U , C,

ESU , EUC) where S, U , C stand for the finite sets of contextual situations, users

and criteria vertices; ESU and EUC denote the two types of edges in the network

that express relationships between user-contextual situations and user-criteria

respectively. The tripartite graph GSUC is projected into two bipartite graphs

denoted as the contextual situation-user bipartite graph and the user-criteria

bipartite graph represented respectively by: GSU=( S, U , ESU ) and GUC=(U ,

C, EUC). More precisely, in the first graph GSU , the edge (si, uj)∈ ESU is the

undirected link between the contextual situation si ∈ S and the user uj ∈ U

where w
(su)
ij denotes the corresponding weight edge. In the second graph GUC ,

a user uj and a criterion co are connected by an association if uj has rated co.

This relationship is established in one direction and is modeled by an edge (uj ,
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co) ∈ EUC where the weight of such association is denoted by w
(uc)
jo . Graph

entities relationships are represented by weighted edges that model the links

between entities.

The two defined types of edges are weighted as follows:

Contextual situation-user associations weighting: To assign the importance

weight of each edge (si, uj)∈ ESU , we use the popular weighting scheme TF-IDF

(Term Frequency Inverse Document Frequency) [15], which to date has tended

to focus on assigning weight edges of bipartite graphs rather than tripartite

graphs. This choice is motivated by TF-IDF’s ability to reveal latent connec-

tions between users and their contextual information while rating the items.

However, a contextual sparsity problem can be emerged when the total number

of contextual conditions would increase exponentially over the contextual di-

mensions. Therefore, we represent user’s contextual information by a contextual

situation including a set of contextual conditions. This is a fundamental step to

further discover similar contextual groups. Besides, the graph based modeling

could assist to reduce the sparsity issue due to its nice structural properties

in discovering the hidden relationships and simulating the preferences propaga-

tion. To apply the TF-IDF, a document is considered as a user and a term as

its contextual situation. As a result, we obtain a SF-IUF (Situation Frequency

Inverse User Frequency) that is defined as follows:

w
(su)
ij = SF (i, j)× IUF (i). (4)

SF (i, j) =
freq(i, j)

max[freq(j)]
(5)

Where, freq(i, j) is the frequency of a contextual situation si in which the user

uj rated an item and max[freq(j)] is the maximum frequency computed over

the frequencies of all situations where user uj is involved in.

IUF (i) =
|U |
|Ui|

(6)
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To find the Inverse User Frequency IUF(i), we need to divide the total number

of users |U | by |Ui| which is the number of users in the contextual situation si.

Then, we define a weighted adjacent matrix A for the bipartite graph GSU ,

element aij of matrix A can be defined as:

aij =

 w
(su)
ij if (si, uj) ∈ ESU

0 otherwise.
(7)

User-criteria associations weighting: The weight of such association w
(uc)
jo be-

tween a user uj and a criterion co is computed as an average rating r̄jo of uj for

co across all items I:

w
(uc)
jo = r̄jo =

∑
t∈I

(
r(j, t, o)

I
) (8)

Where r(j, t, o) is the rating given by uj for co of the item t.

The weighted adjacent matrix B = {bjo} for the bipartite graph GUC can be

written as follows:

bjo =

 w
(uc)
jo if (uj , co) ∈ EUC

0 otherwise.
(9)

210

Example (Hotel recommendation)

Suppose there are three travellers: John, Jack and Amy who tend to select an

hotel according to their contextual situations and the hotel criteria: location,

service and quality of room. John is going on a business trip that will take place

from 9-11 December. Amy and Jack are a couple going on summer vacation. In215

this example, we can define the users set U = {John, Jack,Amy}, the contex-

tual situations set S = {{business trip, winter}, {family trip, summer}} and

the criteria set C = {location, service, room}. The Figure 1 shows the tripartite

graph constructed based on this example.
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Figure 1: Example of tripartite graph structure

4. The Context-Aware Multi-Criteria Recommendation Model220

The pending problem we address consists in predicting users’ item ratings

in accordance with their contextual situations and criteria preferences. In par-

ticular, we turn this problem into two main sub-problems:

(1) identifying co-clusters in the context-aware multi-criteria tripartite graph

GSUC by exploiting the edges weights (Section 4.1);225

(2) predicting users’ preferences on items from estimating the items multi-

criteria ratings (Section 4.2).

The presented sub-problems are very challenging. In fact, in the first one, the

tripartite graph includes three different kinds of entities, which makes it diffi-

cult for traditional clustering methods to accurately find meaningful subgroups230

simultaneously. For example, it was proved in [16] that extending the spectral

graph partitioning method to the high-order case can not really provide the de-

sirable co-clustering results. The second sub-problem faces the rating prediction

problem on each criterion in a multi-dimensional recommendation space, where

the criteria dependency is often ignored in the prediction process.235
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4.1. Tripartite Graph Co-clustering

To solve the tripartite graph partitioning problem, we rely on the following

driving hypothesis H that guides our investigation:

“H: Users in similar contextual situations tend to have similar inter-

ests for similar criteria”.

As announced in H, the involved triplet data consists of contextual situations S,

users U and criteria C which represent the multi-type entities in our tripartite

graph GSUC described in Section 3.2. To perform the triplet data co-clustering,

GSUC will be treated as two dependent bipartite graphs denoted as GSU and

GUC which share the central type U . Therefore, the high-order co-clustering

problem is modeled as two pair-wise partitions for the sub-problems of S-U

co-clustering and U -C co-clustering with the constraint of the triplet structure.

The aim of this partitioning is to obtain the desired co-clusters of contextu-

ally similar users evaluating similar criteria. In this respect, we employ the

Collective Matrix Factorization (CMF) algorithm [17] which is proved to be

successful in mining multi-relational data over other co-clustering algorithms

such as spectral relational clustering. Broadly speaking, the CMF addresses the

problem of simultaneously factoring related matrices describing the connections

between their entities that are represented by graphs. The use of CMF can be

viewed as a performing co-clustering method to identify both row and column

entities clusters simultaneously. In our case, we consider the two related ad-

jacency matrices defined as A ∈ Rm×p and B ∈ Rp×n in Section 3.2, which

characterize the two dependent bipartite graphs GSU and GUC respectively,

where m is the number of contextual situations, p is the number of users and

n is the number of criteria. These data matrices involve the three considered

graph entities (S, U , C) and their association strengths, sharing the same en-

tity U . For CMF, low-rank matrix factorization is considered as its building

block, which extends factoring one matrix to factoring sets of related matrices,

i.e., matrices which shared entities. As a result, the co-clustering process using

CMF consists in decomposing each adjacency matrix into the product of two

matrices to simultaneously obtain subgroups of its rows and columns. Hence,
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we jointly decompose the input matrices A and B into three lower dimensional

matrices that we call T , W , and Z for inducing a co-clustering of entities. More

precisely, we approximate each matrix by product of low rank-K factors that

form the representations of the associated row and column entities.

The m× p situations-users matrix A is represented as a function of the prod-

uct of two lower-rank factor matrices: an m× k matrix T , and a p× k matrix

W . That is, A ≈ f(TWT ) for an element-wise transformation f : R → R and

k < {m, p}.

Since the matrix B shares the same entity type U with the matrix A, we use

the factor W in both approximations and thus we have:

The p× n users-criteria matrix B is represented as a function of the product of

two lower-rank factor matrices: an p× k matrix W , and a n× k matrix Z. That

is, B ≈ f(WZT ) for an element-wise transformation f : R → R and k < {p, n}.

So, each entity-type has a low-rank representation where T ∈ Rm×k represent

the obtained contextual situations factors, W ∈ Rp×k represent users factors,

Z ∈ Rn×k represent criteria factors and f is a link function.

These obtained factors must be used as arguments of the losses measuring how

close the input matrices (A and B) are to their reconstructions: A ≈ f(TWT )

and B ≈ f(WZT ). To share information between the two related input matri-

ces, we tie their losses to express the objective function that is being sought to

be optimized based on constraints including non-negativity and stochasticity of

rows, i.e., the factors are non-negative and normalized. In addition, we include

a regularization term to help optimizing the collective factorization model.

Accordingly, the co-clustering problem is modeled as an optimization process

where the objective function to minimize is the sum of the reconstruction losses

for A and B plus a regularization term R(.):

argmin
T,W≥0

f = αD(A, TWT ) + (1− α)D(B,WZT ) +R(T,W,Z) (10)

More clearly, D(A, TWT ), D(B,WZT ) are the loss functions quantifying the

goodness of the approximations and α ∈ [0, 1] represents a trade-off parameter

to weight the relative importance between two relations. Collective matrix fac-

15



torization assumes that the loss is decomposable. For instance, for the model240

A ≈ f(TWT ) the loss D(A, TWT ) decomposes into a weighted sum over the

elements of A. For example, the loss for weighted singular value decomposition

is: D(A, TWT ) = ||We ⊙ (A− TWT )||2. Where We is an argument of the loss

representing the data weights and ⊙ denotes the element-wise product of ma-

trices.245

We have added the regularization penalty R(T,W,Z) to the objective in order

to mitigate overfitting. Standard regularizers for linear models, such as the lp

norms of the factors, can be adapted. In our experiments, we used l1 norm

based regularization which has the merits of being robust and decomposable:

R = γ1||T ||1 + γ2||W ||1 + γ3||Z||1, with γ1, γ2, γ3 are the regularization control250

parameters.

After defining the objective function, we need to solve the optimization problem.

This resultant problem requires differentiating the objective with respect to each

of the obtained factors T , W and Z. Since the loss is a linear function of individ-

ual losses, we derive an efficient Newton update using stochastic constraints for255

finding the roots of the differentiable functions. Here, the optimization process

is used to determine optimal co-clusters of the graphs entity-types, cyclically

till convergence. Thus, the optimisation of (10) leads to find optimal partition

of data driving to a simultaneously clustering of the connected graphs entities

into T co-clusters Cl = {cl1 , .., clT }.260

4.2. Rating Prediction

Here, we introduce an improved rating prediction method which runs in two

stages: (1) predict users’ criteria ratings within similar contextual situations;

(2) compute users’ overall ratings on items.

4.2.1. Criteria Rating Predictions265

In this step, we introduce an improved rating prediction method to provide,

as an output, the criteria predicted ratings in each co-cluster clk , k ∈ {1, .., T}

of contextually similar users with preferred criteria. Accordingly, we exploit
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the co-clusters set Cl derived from the tripartite graph GSUC partitioning pro-

cess (Section 4.1) which takes into account A and B matrices representing the

considered triplet graph entities (S,U,C). Precisely, the object of this step is

twofold:

(a) First, the contextual dimensions values representing the contextual situ-

ations are fused to users providing a reduced recommendation space by tak-

ing into account the dependency between users and their contextual situa-

tions. Thus, the contexts are eliminated from the original matrix M repre-

senting the multi-dimensional U × I × S × C recommendation space which will

be transformed to a new matrix denoted as R representing a lower dimensional

U × I × C recommendation space. We adopt the user splitting approach [18] for

dealing with such problem, where a user may be considered as multiple users, if

he or she demonstrates significantly different preferences in different contexts.

To better understand the user splitting process, we consider the following edu-

cational recommendation example:

User Item Rating Application Data Ease Class Year Semester

st1 tp1 4 4 4 4 DM 2017 Fall

st1 tp2 2 2 2 2 DA 2017 Spring

st1 tp3 4 4 5 4 DA 2018 Fall

Table 1: Example of the Educational context-aware multi-criteria rating dataset

Table 1 presents an example of the Educational dataset [19] that will be used

later in our experimental study. In this example, there are one student (st1),

three topics of projects (tp1, tp2 and tp3), three criteria (i.e., application, data

and ease) and three contextual dimensions: the type of the class (i.e., database

(DB), data analytics (DA) and data mining (DM)), semester (Spring or Fall)

and year of the course (2017 or 2018). The user splitting tries to find a contex-

tual condition on which to split each user. In our case, the contextual condition

selection process is done by measuring the significance of rating differences given

by the student st1. Impurity criteria [20] are used here to determine how much
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st1 provided different ratings in the presented contextual conditions. Assume

that the best split for student st1 is “semester = fall vs spring”, st1 can be split

into two new ones : st11 (st1 choose a project topic for the fall semester) and

st12 (st1 choose a project topic for the spring semester). As a result, in this

example, the contexts are excluded from the original matrix presented in Table

1 which is converted to a lower dimensional matrix shown in Table 2.

User Item Rating Application Data Ease

st11 tp1 4 4 4 4

st12 tp2 2 2 2 2

st11 tp3 4 4 5 4

Table 2: Example of the transformed Educational context-aware multi-criteria rating dataset

(b) Second, we perform for the second goal a rating prediction algorithm that

sketches the dependencies between correlated criteria. Previous recommenda-

tion studies generally ignore the correlation aspect when producing rating pre-

dictions, not to mention the contributions in the area of multi-criteria recom-

mendation. As far as we know, only one recent research [14] has considered the

dependency among multiple criteria to make predictions for users’ ratings on

these criteria. However, in some cases the used dependent-based criteria method

showed worse performance results than those achieved without considering cri-

teria dependency.

We present in Algorithm 1 our criteria rating prediction process that takes as

input parameters the converted rating matrix R, the obtained co-clusters set Cl

and the factors number F . The presented algorithm aims to provide, as output,

the users criteria predicted ratings in each co-cluster clk ∈ Cl by considering

criteria dependency. As stated in Algorithm 1, we begin by partitioning the

transformed rating matrix R into more specialized sub-matrices according to

the clustering results. More precisely, for each co-cluster k (clk) containing con-

textually similar users evaluating preferred criteria, we can get a sub-matrix Rk

from the matrix R formed by only rows and columns of users and criteria ap-
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Algorithm 1: Criteria Rating Prediction in each Co-cluster

Input: Converted multi-criteria rating matrix R, all the co-clusters

{cl1 , .., coT }, and the number of factors F .

begin

for each co-cluster k ∈ {1, .., T} do

1 Rk=ExtractSub-matrix (R, clk)

2 Pk,Qk=MatrixFactorization(Rk,F )

for each j ∈ Pk do

for each t ∈ Qk do

for each f ∈ {1, .., F} do

3 Corr(ck, cE)=1-EuclideanDist(ck, cE)

4 r̂j,t,ck= pj,f × qt,f × Corr(ck, cE)

Output: Criteria predicted ratings in each co-cluster

pearing in that co-cluster. Then, we apply the Matrix Factorization (MF) [21]

for decomposing each obtained sub-matrix Rk into the product of two lower

dimensional matrices. The first one is called P , where each row of P would

represent the strength of the associations between a user and the features. The

second matrix is called Q, where each row of Q would represent the strength

of the associations between an item and the features. P and Q are learned

using stochastic gradient descent method (SGD) [22] by minimizing the rating

prediction errors. After decomposing the sub-matrices, we apply an efficient

correlation-based rating prediction algorithm [3]. In this approach, the consid-

ered correlation concerns the contexts and it is called “contextual correlation”,

where the similarity between contextual situations were measured. The core

idea behind the notion of “contextual correlation” is that recommendation lists

should be similar if their contextual situations are correlated or similar. Ac-

cording to our contribution, the function Corr(ck, cE) estimates the correlation

between the current criterion ck (for a user j and an item t) and an unknown
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criterion cE . In our model, we assume that the criteria form a multidimensional

coordinate system, so that each criterion can situate a position in the corre-

sponding axis. Accordingly, the distance between two such points can be used

as the basis for a correlation measure. In our experiments, we use the Euclidean

distance to measure the distances. To make sure the resulting correlation values

are in the range [0, 1], the values assigned to the criteria were normalized. Fi-

nally, in line 4, the correlation-based prediction algorithm [3] can be formulated

as follows:

r̂j,t,ck = p⃗j .q⃗t.Corr(ck, cE) (11)

Where p⃗j represents a weighted user vector, and q⃗t a weighted item vector. The

user and item vectors, as well the positions of each criterion are the parameters

to be learned by SGD method to minimize the rating prediction errors.

4.2.2. Item Rating Prediction

After predicting the multi-criteria ratings, we need to aggregate them to-270

gether into a single representative output corresponding to an overall item rat-

ing. Hence, this latter is not just another independent rating, but rather serves

as an aggregation of the multi-criteria ratings of a given item. In fact, it is not

sufficient to only predict criteria ratings, as one of the main goals of recommen-

dation systems is to be able to predict the overall rating of each item for each275

user, which is beneficial in several situations. Indeed, MCRS ultimately require

to compare the items in terms of their overall ratings and recommend only the

most pertinent ones. In contrast, to find the best items for users in the absence

of the items overall ratings, the recommender will face an extremely complicated

multi-criteria optimization problem. Thus, defining the aggregation function is280

significant for multi-criteria recommendation. As shown in Equation 12, the

aggregation function fR represents the relationship between the multi-criteria

ratings (R1, R2, ..., Rk) and the overall rating R0 in order to aggregate these

criteria ratings for predicting how much a user will prefer an item.

R0 = fR(R1, R2, ..., Rk) (12)
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For this task, various aggregation functions have been used. Some of these

functions are not appropriate (e.g. average function) as they do not reveal the

optimal weights of the item criteria. To generate the function fR, we use the

linear aggregation [1] which can be written as:

R0 = w1 ∗R1 + w2 ∗R2 + ...+ wk ∗Rk + c (13)

Mathematically, this technique assumes that there is a linear relation between285

the various criteria and the user’s overall assessment of an item. More specif-

ically, we suggest the use of multiple linear regression for determining the

R0, where wo is the weight associated with criterion co representing the im-

portance of this criterion. Technically, regression-based techniques have been

proven to be promising when predicting the user’s overall rating of an item290

from its criteria ratings [23]. To achieve better performance, we choose the

linear-aggregation based multi-criteria recommendation method “Support Vec-

tor Regression (SVR)” [24]. One reason for this choice is that SVR has been

proven to work well in these aggregation-based approaches by showing higher

predictive accuracy and handling very sparse datasets. This is typical, for ex-295

ample, in the tourism domain.

The parameters in the linear aggregation (shown in Equation 13) such as the cri-

teria weights (w1, w2, ..., wk) as well as the constant c are learned by minimizing

the squared prediction errors during the training.

5. Experimental Evaluation300

In this section, we introduce the two main parts of the evaluation experi-

ments including the experimental setting and the comparison results and dis-

cussion.

5.1. Experimental Evaluation Setting

5.1.1. Datasets305

One well-known difficulty of recommendation research is to find datasets

with both multi-criteria preferences and users’ contexts. To the best of our
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knowledge, there are only the two following datasets, that we used, providing

multi-criteria users’ preferences in context:

• TripAdvisor dataset [24]: includes 3,524 ratings given by 551 users on310

3,716 hotels. Note that we use as contextual dimensions the trip type, the

year and the season which is derived from the trip month. The dataset

contains ratings of 7 individual item criteria (value, location, rooms, clean-

liness, check-in, service and sleep quality), plus 1 overall rating. The Tri-

pAdvisor dataset also includes other information about users (e.g., mem-315

ber type) and items (e.g., item type, amenities, item locality). A 5-star

rating scale is used in this dataset, ranging from 1 (“terrible”) to 5 (“ex-

cellent”). On average, every user has provided about 3 rated hotels in the

dataset, which satisfies the experiment requirement.

• Educational dataset [19]: includes 3,306 ratings given by 269 students320

on 70 items (i.e., the topics of the projects). In the Educational dataset,

users are all students but they have different profiles. In fact, the user

information in this dataset includes demographic information about each

student, such as age, gender, nationality, marriage status, and the person-

ality traits. The dataset also contains items overall ratings and ratings on325

3 different criteria: (i.e., application, data and ease). Each student was

asked to select at least 6 topics of the projects, and provide an overall

rating to them. There are 3 contextual dimensions: the type of the class,

the semester and the year of the course. All the criteria ratings as well as

the overall ratings ranged from 1 to 5, where 1 indicates the less favorite330

and 5 the most favorite.

5.1.2. Evaluation Protocol

On the above datasets, we used a five-fold cross-validation technique for both

parameter tuning and evaluation. We used the Mean Absolute Error (MAE)

metric to study the effects of the used hyperparameters on the ratings prediction

accuracy. To measure the top-N recommendation task, we relied on the rank-
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based Precision and Recall metrics where each metric is computed per user and

then averaged across all users. Precision is the fraction of positive predictions

over the top-N recommendations in a specific context, while Recall refers to the

fraction of positive predictions with respect to the items items recommended in

a specific context and situated in the top-N positions. However, the Precision

results can increase at the cost of the Recall results sometimes. So, as commonly

adopted in the literature ([14, 25]), we consider the popular harmonic F-score

measure that combines the Precision and Recall metrics together to offer a more

balanced view to a recommender system performance. Therefore, F-score can

be represented by Equation 14.

F − score =
2.P recision.Recall

Precision+Recall
(14)

In the comparison results, we present the F-score results based on the top-10

recommendations, since the results on the top-5 recommendations display the

similar patterns. For this purpose, we used CARSKit [26] contextual recommen-335

dation library in order to produce intermediate results in the recommendation

process.

5.1.3. Baselines

We use baselines that fall in four categories of conventional state-of-the-art

recommendations algorithms. The first one includes single rating based meth-340

ods which only uses a single criterion for item rating (BiasedMF). The second

category contains a context-aware based rating method which integrates context

information into a traditional recommender process (CAMF). The third category

concerns the multi-criteria rating based methods which consider multiple crite-

ria and take into account the users’ feedback on them (ABM, CIC, CCA, CCC). The345

last category considers the context-aware multi-criteria rating based methods

(DCL, CIL, CCIC, CDL, DCC). We now briefly describe these baselines:

• Biased Matrix Factorization (BiasedMF) [21]: a matrix factorization

model without context and multi-criteria ratings.
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• Context Aware Matrix Factorization (CAMF) [2]: a matrix factoriza-350

tion model that integrates the context information only.

• Aggregation-based Model (ABM) [1]: uses independent criteria rating

predictions and the linear aggregations.

• Criteria-Independent Contextual Model (CIC) [8]: uses independent

criteria rating predictions and the conditional aggregations.355

• Criteria Chains:Aggregation Model (CCA) [8]: uses dependent crite-

ria rating predictions and the linear aggregations.

• Criteria Chain:Contextual Model (CCC) [8]: uses dependent criteria

rating predictions and the conditional aggregations.

• Criteria-Dependent Contextual Linear Model (DCL) [14]: uses de-360

pendent criteria rating predictions and contextual linear aggregations.

• Contextual Criteria-Independent Linear Model (CIL) [14]: uses in-

dependent contextual criteria rating predictions and linear aggregations.

• Contextual Criteria-Independent Conditional Model (CCIC) [14]: uses

independent contextual criteria rating predictions and conditional aggre-365

gations.

• Criteria-Contextual Dependent Linear Model (CDL) [14]: uses con-

textual dependent criteria rating predictions and linear aggregations.

• Criteria-Dependent Contextual Conditional Model (DCC) [14]: uses

dependent contextual criteria rating predictions and conditional aggrega-370

tions.

• Criteria-Independent Contextual Linear Model (ICL) [14]: uses in-

dependent criteria rating predictions and contextual linear aggregations.

• Criteria-Independent Contextual Conditional Model (ICC) [14]: uses

independent criteria rating predictions and contextual conditional aggre-375

gations.
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It worth of mention that the baselines experimental results presented in the

comparison study (section 5.2.3) are obtained as follows:

- For the two first categories including single and context-aware rating ap-

proaches, we used the corresponding available models (BiasedMF and CAMF)380

implemented in the recommendation library CARSKit [26].

-For the two latter categories including multi-criteria and context-aware

multi-criteria rating approaches, their corresponding models are not provided

in the recommendation library CARSKit. Thus, we reported the results pub-

lished in papers [8] and [14] with respect to the measures and datasets used385

in those papers. Accordingly, improvements are computed when comparable

results using the same metrics and datasets are available.

5.1.4. Configurations

To perform the criteria ratings prediction step, we first need to examine

which contextual dimensions can be used as the best split. For this purpose, we390

used the impurity criterion tmean [20] which estimates the statistical significance

of the difference in the means of ratings of each alternative contextual condition

using a t-test. Usually, a threshold for the splitting process should be fixed so

that users are only be split when the splitting criteria meets the significance

requirement. So, we use a threshold that approximately corresponds to the 0.05395

level of statistical significance. Once the splitting has been performed, we use the

correlation-based CAMF defined in Equation (11) on the resulting matrices and

use the factors for computing item criteria ratings in each co-cluster. In order

to better evaluate the correlation-based CAMF, we tried a range of different

latent factors F (5 ≤ F ≤ 60, increment 5) and training iteration It (10 ≤ It ≤400

100, increment 10). Other parameters like learning and regularization factors

are handled by CARSKit [26], where SGD is used as the optimization method.
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5.2. Results and Discussion

5.2.1. Analysis of the relationship between contextual situations and criteria

importance (RQ1)405

Quantitative analysis. The aim of this quantitative study is to determine

the strength and the significance of the correlations between contextually simi-

lar users with respect to their criteria importance. We begin by computing users’

criteria importance to identify users’ preferred criteria depending on their con-

textual situations. More specifically, we incorporate user’s contextual situation

in finding users’ preferred criteria using the formula described in [9] as follows:

Pref c
u,s =

∑
i∈Iu,s

ni,s × Γc
u,i,s∑

i∈Iu,s
ni,s

(15)

Γc
u,i,s = rcu,i,s − r̄ci,s (16)

Where Iu,s is the items set rated by u in the contextual situation s and ni,s is

the number of users who evaluated item i in the same contextual situation s.

Γc
u,i,s denotes the tendency of rating a criterion c of a rated item i by user u in

s, where, rcu,i,s is the criterion rating provided by u of the item i in s and r̄ci,s is

the average rating.410

Thereafter, we study the strength of users’ relationships with respect to their cri-

teria importance by the frequently used Spearman’s rank correlation coefficient

(rs) [27]. In Figure.2 the users’ relative frequency in each correlation strength

interval and the significance testing based on the Student t-test statistic are

computed for both TripAdvisor and Educational datasets. As shown in Fig-415

ure.2a, for the TripAdvisor dataset, the highest percentage (70%) corresponds

to the very strongly related users in similar contextual situations, where the

Spearman’s correlation coefficient falls into the interval [0.80, 1]. We also notice

in Figure.2b an important percentage of strongly related contextually similar

users that reaches 56% in the Educational dataset. These results are also found420

to be statistically significant with p values between .01 and .05 which point the

significant agreement between contextually similar users on criteria importance.
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Figure 2: Following the rule of thumb, correlations close to +0.70 or -0.70 show a strong

relationship; correlations closer to +0.5 and -0.5 indicate a moderate relationship; and corre-

lations less than +0.5 and -0.5 indicate a weak relationship. Student test significance : p-value

≤ 0.05.

Consequently, we could conjecture that the more similar the users’ contextual

situations, the more these users tend to have similar criteria importance, as

outlined by our hypothesis H.425

Qualitative analysis. We further the above quantitative analysis with a quali-

tative analysis to get a better insight on the posed assumption H. We depict

in Table 3 an illustration of users in different contextual situations that rated

the same item from TripAdvisor dataset where our model leveraging criteria

preferences is able to find the relevant hotels to recommend. We can see from430

Table 3 that the contextually similar users in the three first rows (u1, u2 and

u3 ) are interested in the same four item criteria (value of the money, sleep

quality, cleanliness and service) among the 7 available criteria in the TripAdvi-

sor dataset and they have close preferences on these criteria which make them

very strongly correlated. In fact, for a summer family trip, it seems obvious to435

give importance for the value of the money criterion since hotels can cost a lot

over summer per person and the hotel total expenses include the expenses of

each family member. Besides, there could be extra costs per night for children.

Furthermore, for a nice family vacation, it is important to be satisfied by the
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Contextual situation User Item Rated Criteria Overall

Rating

Summer 2011, traveled with

family

u1 Miramonti

Hotel

value: 4; sleep quality: 4;

cleanliness: 4; service: 5

4.2

Summer 2011, traveled with

family

u2 Miramonti

Hotel

value: 4; sleep quality: 5;

cleanliness: 5; service: 5

4.9

Summer 2011, traveled with

family

u3 Miramonti

Hotel

value: 3; sleep quality: 5;

cleanliness: 5 ; service: 4

4.8

Winter 2011, traveled as

couple

u4 Miramonti

Hotel

location: 5; value: 4; Sleep

Quality: 5; Rooms: 4; Clean-

liness: 5; Service: 3

3.5

Autumn 2013, traveled as

couple

u5 Miramonti

Hotel

location: 5; value: 4; Sleep

Quality: 5 ; Rooms: 4; Clean-

liness: 5; Service: 4

3.8

Table 3: Example of users preferences in different contextual situations from the TripAdvisor

context-aware multi-criteria rating dataset

sleep quality, the delivered service and the cleanliness. For the users u4 and440

u5, we remark that they have different criteria preferences than u1, u2 and u3.

They are interested in other criteria such as location and room when selecting

a hotel under different travel contexts such as traveling in the low season as

couple. In fact, the location criterion plays a major role in choosing a hotel in

such contextual situation, since it is important for a couple to choose a hotel445

with an incredible location surrounded by beautiful views and at the same time

suitable for the low season climate. Added to that, it is of interest to have a

quiet and comfortable room. By applying our predictive model, we consider

the criteria preferences associated to each group of clustered contextually sim-

ilar users to obtain criteria ratings for each co-cluster, where the first cluster450

includes the users u1, u2 and u3, the second cluster includes u4 and the last one

includes u5. Then, we obtain the overall ratings of the item ”Miramonti Hotel”

with higher values for u1, u2 and u3 which will be recommended to these users.

28



For u4 and u5 which have different contextual situations than the first cluster

users and thus belonging to other clusters, we notice that their different criteria455

preferences lead to have different overall ratings lower than those obtained for

u1, u2 and u3.

Consequently, these statistical experiments give us concrete proof of the as-

sumption we make and provide a strong support for our research hypothesis

H.460

5.2.2. Parameter Tuning

We begin by conducting experiments of the proposed model on both Tri-

pAdvisor and Educational datasets with varying the co-cluster number L from

2 to 20. The impact of this parameter on the rating prediction accuracy results

are plotted in Figure 3a. From this figure, we can observe that when the co-
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Figure 3: The recommendation accuracy according to the co-clusters number and the param-

eter α

465

clusters number is equal to 8 the MAE value on the Educational dataset decline

to the lowest. So, we come to a conclusion that 8 co-clusters is a better choice

for our model on this dataset. While on TripAdvisor dataset, we note that our

model requires 15 co-clusters to obtain maximum prediction accuracy. The co-

clusters number when our model achieves the best prediction is reported for each470
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dataset. Another important parameter that should be tuned is α (See formula

(10)) to trade-off between the two bipartite graphs of our tripartite network. So

we turned the value of α in the interval [0, 1] and we found that the prediction

accuracy results changed along with the changing of α in Figure 3b. In fact,

our model shows a poor accuracy when α= 0.1 and the accuracy tends to be475

steady when the α value is close to 1. This means that one bipartite graph is

dominant which causes the tripartite partitioning failure because co-clustering

actually degrade to be working on only one bipartite graph. When α is around

0.5, we have the best MAE measure. So, we set this value for both datasets.

5.2.3. Comparative performance evaluation (RQ2)480

Table 4 presents the obtained results measured by the F-score metric on both

TripAdvisor and Educational datasets, where “Improv” indicates the proposed

model improvement comparing to each baseline model. We can see that in the

two datasets, in the most of the cases, the recommendation models that con-

sider the contextual information only (i.e., CAMF) or the multi-criteria ratings485

only (i.e., ABM, CIC, CCA) generally can achieve better results than the tradi-

tional model BiasedMF which doesn’t consider neither contextual information

nor multi-criteria preferences. For example, in the TripAdvisor dataset, the

F-score value of BiasedMF is increased by +36.4% when integrating the contex-

tual information using CAMF and by +46.2% when integrating the multi-criteria490

ratings using CCA.

When comparing with the recently proposed context-aware multi-criteria mod-

els (i.e., DCL, CIL, CCIC, CDL, DCC, ICL, ICC) which belong to the same category

as our model, we can remark that in the TripAdvisor dataset, the F-score re-

sults are always greatly improved. The results in the Educational dataset show495

similar patterns for CIL and CCIC models. However, even when integrating the

context to enhance the recommendation performance of the models based on

dependent criteria rating prediction method (DCL, CDL and DCC), the F-score

results decrease from 0.0720 for the traditional non contextual multi-criteria

model ABM to 0.0660 and 0.0677 for CDL and DCC respectively. Besides, when in-500
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tegrating the contextual information into the second step only (i.e., the process

of rating aggregations) using DCL, ICL and ICC, lower F-score results are seen

in the Educational dataset.

TripAdvisor dataset Educational dataset

Category Baselines F-score Improv F-score Improv

Single-rating

approach

BiasedMF [21] 0.0007 +67.1% 0.0698 +19.7%

Context-aware CAMF [2] 0.0011 +48.4% 0.0715 +17.8%

rating approach

Multi-criteria ABM [1] 0.0010 +53.1% 0.0720 +17.2%

rating approaches CIC [8] 0.0009 +55.4% 0.0700 +19.5%

CCA [8] 0.0013 +38.9% 0.0682 +21.6%

CCC [8] 0.0008 +60.5% 0.0644 +25.9%

Context-aware DCL [8] 0.0015 +29.6% 0.0620 +28.7%

multi-criteria CIL [14] 0.0017 +20.2% 0.0749 +13.9%

rating approaches CCIC [14] 0.0018 +15.5% 0.0765 +12.1%

CDL [14] 0.0015 +26.8% 0.0660 +24.1%

DCC [14] 0.0019 +10.8% 0.0677 +22.2%

ICL [14] 0.0016 +23.8% 0.0622 +22.1%

ICC [14] 0.0017 +16.6% 0.0485 +44.3%

Our model 0.0021 - 0.0870 -

Table 4: Comparison results on the TripAdvisor and Educational datasets

Regarding our model’s results on the Educational dataset, it is shown that

our model outperforms the comparative context-aware multi-criteria baselines505

in terms of F-score. Particularly, we can observe that it allows achieving an

improvement of +13.9% and +12.1% over CIL and CCIC models which use inde-

pendent contextual multi-criteria rating predictions and different rating aggre-

gations methods. Thus, our solution advances the best performing baseline CCIC

which uses an improved conditional aggregations. Comparing with the closest510

baseline CDL using dependent contextual multi-criteria rating predictions and

linear aggregations, we could find an even more significant F-score improve-

ment obtained by our model (+24.1%) on the Educational dataset. On the

TripAdvisor dataset, our model also improves significantly the F-score over all
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the presented baselines models. More precisely, it even outperforms the closer515

baseline CDL by +26.8%. Regarding the DCC model that uses dependent contex-

tual multi-criteria rating predictions and conditional aggregations, we find that

the F-score value obtained by our model is slightly better than DCC by +10.8%.

5.2.4. Discussion

First, we design a research hypothesis based on the modeled entities and520

their relationships to provide insights about the desired co-clustering structure.

To answer to RQ1, we conduct preliminary experiments aiming to determine

the strength of the correlations between contextually similar users with respect

to their criteria importance. As an answer to RQ1, we found a significant high

correlation between users in similar contextual situations according to their cri-525

teria importance.

Turning now to the comparison between our co-clustering context-aware multi-

criteria model and the context-aware multi-criteria baseline models, we conduct

series of experiments. As an answer to RQ2, wa can draw several conclusions

from the results obtained in Table 4. We begin by the comparison between530

the different baselines models included in the three first categories of recom-

mendation approaches (single-rating approach, context-aware rating approach

and multi-criteria rating approaches). We can notice an improvement that have

been made by the context-aware and multi-criteria baselines models over the

single rating model (BiasedMF). These results demonstrate that the extended535

recommendation approaches with context or criteria ratings information gener-

ally provide better results than traditional recommendation approaches when

evaluating the top-N recommendation task using F-score metric. However, not

all of the multi-criteria recommendation models (CCA, CCC) can obtain a better

recommendation performance in terms of F-score in the Educational dataset.540

For instance, using the CCA model results in lower performance compared to the

traditional model BiasedMF by -2.3%. Note that in the multi-criteria models,

different methods are used for rating prediction (dependent or independent)

which explain the performance variation between these models. The results re-
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veal that the applied dependant method for providing criteria ratings by CCA545

and CCC may not be suitable for the Educational dataset. This may be because

the nature of criteria, where students may present conflicting interests in the

three criteria we have in this dataset.

With regard to the context-aware multi-criteria baseline models, a better F-

score improvement can be achieved over the other baselines especially on the550

TripAdvisor dataset. On the Educational dataset, a better recommendation

performance measured by F-score could be reached by contextualizing the multi-

criteria ratings prediction step, but it undoubtedly depends on the applied cri-

teria rating prediction method.

In comparison with the context-aware multi-criteria baseline models, we found555

that our proposed model outperforms all the presented baselines in terms of

F-score, even the best performing baseline (CCIC) that employs independent

contextual multi-criteria rating predictions and conditional aggregations. These

results indicate that our model based on a dependant contextual multi-criteria

rating predictions is able to beat the baselines using independent contextual560

multi-criteria rating predictions regardless of the used aggregation way. This

points out that only improving the aggregation step fails to improve the rec-

ommendation results since it is important to improve the rating prediction on

each criterion, as the final user’s preference is estimated based on these criteria

predicted ratings. Moreover, our model improves the closest baseline CDL using565

dependent contextual multi-criteria rating predictions and linear aggregations.

This finding would seem to demonstrate that our proposed dependant method

is valuable in solving the criteria ratings prediction problem, since it highlights

not only the dependence between contexts and users in a low dimensional space

but also emphasizes the correlations between criteria in the prediction process.570

Contrary to the dependent way used for criteria rating predictions by CDL that

relies on incorporating and employing all the criteria ratings. In such case, when

criteria are not in fact dependent, some useful information may be lost which

can make the recommender less accurate with increasing its complexity. For

instance, in the Educational dataset, the criterion “application” represents a575
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student’s taste on the domain of the projects, while “data” and “ease” crite-

ria actually indicate the difficulty of the projects from the perspective of the

students. Yet, some students want to select an easy project, while others may

want to choose more challenging projects which results in some conflicting in-

terests decreasing the performance when applying the criteria rating prediction580

dependent way. We have addressed this issue by considering only relevant cri-

teria rated by contextually similar users in the same cluster which explain the

superiority of our model in the Educational dataset.

The results on the TripAdvisor dataset show nearly similar patterns when eval-

uating the performance on top-N recommendations. However, the closeness of585

the results obtained by DCC model and ours may indicate that further work

needs to be done on improving the aggregation step besides improving the first

step in our context-aware multi-criteria model.

We conclude that the recommendation performance is improved due to the

main delivered contributions that can transcend the previous recommendation590

approaches. In fact, the present article extends our previous work [28] that

introduced a recommendation model based on bipartite graph partitioning. In

the following, we summarize our contributions (including that of our previous

research [28]) over previous work ([13, 14]):

(1) In our previous contribution [28], we proposed a novel approach of595

context-aware multi-criteria-based recommendation that explores the idea of

clustering situational recommendations embedding contextually similar users

evaluating items with respect to multiple facets. It primarily relies on the bi-

partite spectral graph co-clustering for jointly partitioning users’ contextual sit-

uations and the rated items’ criteria. The obtained co-clusters provide partial600

user’s item ratings that are aggregated to predict the overall item rating using

prioritized aggregation operators which allow tailoring the criteria strengths to

the user’s preferences.

(2) The key contributions of this extended work are presented as follows:605
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• Unlike what was previously used by the closest work [13, 14] to model the

multi-dimensional available data, we present the relevant entities arising

from linked heterogeneous recommendation data in the form of a tripartite

graph including three types of connected entities (users, contextual situa-

tions and criteria). More specifically, we extend our prior work [28] based610

on the bipartite graph modeling to deal with users nodes and different

context nodes including a set of contextual dimensions values represent-

ing the users’ contextual situations. We also highlight a new challenge

through the tripartite graph representation, consisting in weighting dif-

ferently the three mentioned entities relationships on the one hand, and615

jointly clustering these entities on the other hand:

– To weight the relatedness between users and contextual situations,

we propose a frequency based weighting measure motivated by the

TF-IDF (Term frequency inverse document frequency) scheme [15].

– Based on the hypothesis that users in similar contextual situations620

tend to have similar interests for similar criteria, we explore the idea

of triplet data co-clustering including contextually similar users pro-

viding similar criteria ratings to target items. Precisely, we replace

the two-order co-clustering performed in our prior work by a high-

order co-clustering modeled as the fusion of pair-wise sub problems625

over two bipartite graphs. For this purpose, we apply a collective

factorization [17] to handle the tripartite graph partitioning problem

based on the concept of consistency. The use of this type of co-

clustering is still under-investigation especially in recommendation

systems area.630

• Unlike applying a traditional rating prediction algorithm as in our previous

work [28], we explore a novel way to predict cluster-based multi-criteria

ratings for users involved in similar contextual situations. Its main orig-

inality compared to the closest work [14], is its ability to consider the

dependence between contexts and users in a low dimensional space using635
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a user splitting approach [18], and also emphasizes the correlation between

criteria in the prediction process by an efficient correlation-based rating

prediction algorithm [3].

• We perform an intensive comparative evaluation with state-of-the-art base-

lines belonging to four categories of work: single rating based methods,640

context-aware based rating methods, multi-criteria rating based methods

and context-aware multi-criteria rating based methods including a very

recent close work [14]. Then, we demonstrate the effectiveness of our

approach over closely recommendation models.

Despite the extensive work reported in this article, there are challenges that645

need to be addressed for the future investigation. At the current stage our work

only focuses on improving the first step in the aggregation-based multi-criteria

recommendation by exploring a new way to predict the cluster-based multiple

criteria. In the future, we plan to enhance the second step by designing an

appropriate aggregation tied to user’s preferences over the multiple item cri-650

teria resulting from the co-clusters. This line of work would give insight into

the relevance of filtering pertinent item criteria before applying the aggregation.

Furthermore, we plan to extend the proposed model by including more types of

links between the graph entities. One example would be to additionally repre-

sent user-to-user links by considering social ties among users to take advantage655

of social influence. For improving the experimental evaluation, we plan to ex-

plore more data from the TripAdvisor dataset in order to get a larger dataset.

For the Educational dataset, we plan to explore new solutions to better take

advantage of the multi-criteria ratings to overcome the “conflicting interests”

issue.660

6. Conclusion

Personalized recommendations are an important part of a huge number of

on-line applications related to diverse domains such as health (recommending
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healthy food), tourism (recommending sites to visit), and e-commerce (recom-

mending products). Thus, a big challenge is to target the diversity of users in665

the one hand and the diversity of items to be recommended to those users in the

other hand. Besides, it is well known today that recommender systems not only

directly impact consumers’ behaviour but also affect sales, revenue rates and

business stakeholders. For increasing business value, it becomes increasingly

crucial to better target the users’ profiles as well as their dynamic changes with670

respect to the contextual situations of item purchase.

Strategically positioned at this target, we proposed a theoretical model that

can support personalized recommendations at a fine-grained level description

of users (through their contextual preferences) as well as items (through their

criteria and values).675

To build the predictive model, we first investigate how to model the multi-

dimensional input data including users feedbacks on items criteria, and the

contextual situations in which these users are involved when selecting items.

Therefore, we present the context-aware multi-criteria network by intercon-

nected multi-type entities in the form of a tripartite graph. Furthermore, we680

hypothesize that the users in similar contextual situations tend to provide sim-

ilar assessments on the same item criteria, which motivates us to employ a high

order co-clustering offering more personalized suggestions. Then, we exploit the

obtained co-clusters with a new strategy for criteria ratings prediction which

emphasizes the complementarities between the users and their contextual situ-685

ations as well as between the different criteria. The obtained partial user’s item

ratings are finally aggregated to estimate the overall impression of an item.

As a direct implication, the predictive model proposed in this work can be ex-

ploited as a key building box of an interactive decision support system, which

would increase the quality of recommendations. This is confirmed by our ex-690

periments undertaken on two real-world datasets. Those interactions could be

put in the loop of the model training to endow the recommender system with

self-learning abilities.
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